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1 Introduction

1.1 Overview

This document provides an overview of the XORP MLD/IGMP [, 1] Routing Daemon. Itis intended
to provide a starting point for software developers who wismodify this software.

A router running MLD/IGMP interacts with other MLD/IGMP rters and multicast group members,
and keeps state with information about local multicast menstip.

The chosen architecture for the XORP MLD/IGMP implemepta@&mphasizes on correctness and ex-
tensibility rather than high performance or minimal memfwgtprint. Typically, the amount of state kept
by MLD/IGMP is relatively small. Further, the multicast ting performance does not depend on the
MLD/IGMP performance, therefore it is not necessary toroe the implementation. Only if it turns out
that there are performance issues with MLD/IGMP, we woulddroptimize those parts of the implemen-
tation that should prove to be a bottleneck.

The MLD and IGMP implementation is based on the specificatidhe following documents:

e RFC 2236 Internet Group Management Protocol, Version 2
e RFC 3376 Internet Group Management Protocol, Version 3
e RFC 2710 Multicast Listener Discovery (MLD) for IPv6

e RFC 3810 Multicast Listener Discovery Version 2 (MLDv2) for IPv6

1.2 Acronyms
Acronyms used in this document:
e MFEA : MulticastForwardingEngine Abstraction
e MLD/IGMP : MulticastL istenerDiscoveryl nternetGroup ManagemenProtocol

e PIM-SM : Protocoll ndependeniv ulticast-SparseM ode



1.3 MLD/IGMP Design Architecture Overview
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Figure 1: MLD/IGMP design overview

Figure 1 provides a general overview of the MLD/IGMP compuge For each component there is a
C++ class with exactly the same name. The main componentwiafly described below:

e Mld6igmpNode: a representation of a single MLD/IGMP routing urét, a virtual MLD/IGMP
router). Typically, there would be a single Mld6igmpNode prulticast router.

e Mld6igmpVif: MLD/IGMP-specific virtual (network) interface that is uskxt sending and receiving
MLD/IGMP control packets.

e Mld6igmpConfig: contains MLD/IGMP-specific configuration.

Those components are described in details in Section 2.nfepmation about the interaction between
the MLD/IGMP and other modules see [6].

2 Components Description

2.1 MldeigmpNode Description

Mld6igmpNode is a representation of a single MLD/IGMP ragtunit €.g., a virtual MLD/IGMP router).
Typically, there would be a single MldéigmpNode per muliceouter. However, in some cases a multicast
router may have more than one routing unit. For example,utcchave one Mld6igmpNode for IPv4, and



another one for IPv6 multicast routing. Further, if we wantun MLD/IGMP in a simulation environment,
each multicast router within that simulation will be regreted by a single MidéigmpNode.

From a developer’s point of view, Mld6igmpNode containstladl state related to the MLD/IGMP rout-
ing unit, and exports the front-end interface to intera¢chwhat unit. For example, MldéigmpNode contains
the methods to start/stop or configure MLD/IGMP, or to sesuw#ive MLD/IGMP control packets to/from
the routing unit. Those methods are described in the folig\files:

e m d6i gnp/ m d6i gnp_node. hh
e | i bproto/ proto_node. hh

e | i bproto/proto_unit.hh

Mld6igmpNode itself does not implement the mechanisms toranicate with other routing units.g.,
to send or receive control packets to/from the network)o @etrform other MLD/IGMP-independent opera-
tions such as joining a multicast routing group. Those meichas are outside the scope of MldéigmpNode,
and must be implemented separately.

MIldéigmpNode contains several pure virtual methoglg.(j oi n_nul ti cast _group() is used to
join a multicast group on an interface) that must be implaetiy a class that inherits MldéigmpNode.
For example, XrIMld6igmpNode is a class that uses Mld6igrogél as a base class; XrIMIdéigmpNode
uses XRL-based communication mechanisms between MId®igaie and other XORP components such
as the MFEA and PIM modules.

By default, MldéigmpNode is disabled; therefore, on staitumust be enabled explicitly.

2.2 Mld6igmpVif Description

MId6igmpVif is a MLD/IGMP-specific virtual (network) intéace that is used for sending and receiving
MLD/IGMP control packets. It includes the methods for pregiag and composing MLD/IGMP control
messages, as well as various state per interfage the multicast group membership on an interface). It
contains various state per interface.d(, the multicast group membership on an interface), as wehas t
methods for processing and composing MLD/IGMP control ragss.

Typically, there would be one MId6igmpVif per network ini@ce such as physical interface, tunnel, or
the loopback interface. Not all virtual interfaces are ubgdLD/IGMP; for example, all interfaces that
are not multicast capable, and the loopback interface aarégl for multicast routing.

Typically, from developer’s point of view, all interactiavith MidéigmpNode would be through MidéigmpNode

The public interface for MId6igmpVif contains the methodstanipulate a virtual (network) interface.
Those methods are to start/stop/enable/disable a vimdatface, and to configure it. The methods are
described in the following files:

e m d6i gnp/ m d6i gnp_vi f. hh
e | i bxorp/vif.hh

e | i bproto/proto_unit.hh

For simplicity, currently (July 2008) there are few occasiovhen XrIMId6igmpNode uses direct access to Mld6igmpVif.



MIld6igmpVif contains state such as group membership in&dirom about local members (a set of ob-
jects of class Mld6igmpGroupRecord that contains sets jHotb of class MldéigmpSourceRecord), and
information about the current MLD/IGMP querier. Also, diet MLD/IGMP-specific methods for parsing
or constructing MLD/IGMP control messages when a MLD/IGMéket is received or sent are imple-
mented as methods in MIdéigmpVif. The parsing or constamctf each message type is implemented in
file M d6i gnp_proto. cc.

By default, each MId6igmpVif is disabled; therefore, orrstp it must be enabled explicitly.

2.3 MldeigmpConfig Description

MId6igmpConfig handles the MLD/IGMP-specific configuratiriThis configuration is used to configure
the following units:

e Mld6igmpVif: protocol version, membership query relatgations and timer values, etc.

A Modification History

e December 11, 2002: Initial version 0.1 completed.

e March 10, 2003: Updated to match XORP release 0.2: Miscstias cleanup.
e June 9, 2003: Updated to match XORP release 0.3: No changes.

e August 28, 2003: Updated to match XORP release 0.4: No clsange

e November 6, 2003: Updated to match XORP release 0.5: No elsang

e July 8, 2004: Updated to match XORP release 1.0: No changes.

e April 13, 2005: Updated to match XORP release 1.1: No changes

e March 8, 2006: Updated to match XORP release 1.2: No changes.

e July 4, 2006 Updated to include information about the IGMRALDV2 implementation.
e August 2, 2006: Updated to match XORP release 1.3: No significhanges.
e March 20, 2007: Updated to match XORP release 1.4: No changes

e July 22, 2008: Updated to match XORP release 1.5: No changes.
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