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Preface

This User Manual describes the process of configuring anchtpg a router running XORP. At the time
of writing, XORP is a work-in-progress, and is evolving t&lely quickly. We hope this user manual
accurately reflects the functionality available in XORR, ibus likely to date quite quickly. An up-to-date
copy of this manual will always be available frdmttp://www.xorp.org/

Contributing to this Manual

XORP is an open-source project, and this manual is an opaicesonanual. Like the XORP software, it is
covered by the XORP license, which permits you to modify @ ase it for any purpose whatsoever, so long
as the copyright is preserved. Please help us improve tmsiahdy sending contributions, suggestions, and
criticism tofeedback@xorp.otg

The XORP License

© 2004-2009 XORP, Inc.
© 2004-2005 University College London

With the exception of code derived from other sources, all XO RP software
is copyrighted by XORP, Inc. [Copyright (c) 2001-2009 XORP, Inc.].

Files containing derived software are listed in the "LICENS E.other" file
together with their corresponding copyrights and original licenses.

All XORP software is licensed under the GNU General Public Li cense,
Version 2, June 1991 contained in the "LICENSE.gpl" file unl ess
otherwise indicated in the source file.

Software in source files that refer to the "LICENSE.Igpl" fi le is

licensed under the GNU Lesser General Public License, Versi on 2.1,

February 1999 contained in "LICENSE.Igpl".

Portions of the XORP CLI use modified version of tifecla library which is covered by the following
license.

The Libtecla License
Copyright (c) 2000, 2001 by Martin C. Shepherd.



All rights reserved.

Permission is hereby granted, free of charge, to any person o btaining a
copy of this software and associated documentation files (t he
"Software"), to deal in the Software without restriction, i ncluding
without limitation the rights to use, copy, modify, merge, p ublish,
distribute, and/or sell copies of the Software, and to permi t persons
to whom the Software is furnished to do so, provided that the a bove
copyright notice(s) and this permission notice appear in al | copies of
the Software and that both the above copyright notice(s) and this

permission notice appear in supporting documentation.

THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY IXINEXPRESS
OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NORRINGEMENT
OF THIRD PARTY RIGHTS. IN NO EVENT SHALL THE COPYRIGHT HOLOER
HOLDERS INCLUDED IN THIS NOTICE BE LIABLE FOR ANY CLAIM, OR YANSPECIAL
INDIRECT OR CONSEQUENTIAL DAMAGES, OR ANY DAMAGES WHARGHBSEULTING
FROM LOSS OF USE, DATA OR PROFITS, WHETHER IN AN ACTION OF RATI,
NEGLIGENCE OR OTHER TORTIOUS ACTION, ARISING OUT OF OR IN NEINION
WITH THE USE OR PERFORMANCE OF THIS SOFTWARE.

Except as contained in this notice, the name of a copyright ho Ider
shall not be used in advertising or otherwise to promote the s ale, use
or other dealings in this Software without prior written aut horization

of the copyright holder.
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Glossary

AS: see Autonomous System.

Autonomous System a routing domain that is under one administrative autiqceihd which implements
its own routing policies. Key concept in BGP.

BGP: Border Gateway Protocol. See Chapter 10.

Bootstrap Router: A PIM-SM router that chooses the RPs for a domain from amtoagst of candidate
RPs.

BSR: See Bootstrap Router.

Candidate RP. A PIM-SM router that is configured to be a candidate to be anTRE Bootstrap Router
will then choose the RPs from the set of candidates.

Dynamic Route A route learned from another router via a routing protocalsas RIP or BGP.
EGP: see Exterior Gateway Protocol.

Exterior Gateway Protocol': a routing protocol used to route between Autonomous Systdine main
example is BGP.

IGMP : Internet Group Management Protocol. See Chapter 14.
IGP: see Interior Gateway Protocol.

Interior Gateway Protocol: a routing protocol used to route within an Autonomous Syst&xamples
include RIP, OSPF and IS-IS.

Live CD: A CD-ROM that is bootable. In the context ®#ORP, the Live CD can be used to produce a
low-cost router without needing to install any software.

MLD : Multicast Listener Discovery protocols. See Chapter 14.
MRIB : See Multicast RIB.

Multicast RIB : the part of the RIB that holds multicast routes. These atelinectly used for forwarding,
but instead are used by multicast routing protocols suchllelsSM to perform RPF checks when
building the multicast distibution tree.

OSPF See Open Shortest Path First.

1Should not be confused by the now historic routing protocith the same name that was specified in RFC 904, and that has
been replaced by BGP.
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Open Shortest Path First an IGP routing protocol based on a link-state algorithmedJ® route within
medium to large networks. See Chapter 9.

PIM-SM : Protocol Independent Multicast, Sparse Mode. See Chapter

Rendezvous Point A router used in PIM-SM as part of the rendezvous processhighnnew senders are
grafted on to the multicast tree.

Reverse Path Forwarding many multicast routing protocols such as PIM-SM build atmast distribu-
tion tree based on the best route back from each receiveetsailwrce, hence multicast packets will
be forwarded along the reverse of the path to the source.

RIB: See Routing Information Base.
RIP: Routing Information Protocol. See Chapter 8.

Routing Information Base: the collection of routes learned from all the dynamic noggprotocols running
on the router. Subdivided into a Unicast RIB for unicast esudnd a Multicast RIB.

RP: See Rendezvous Point.

RPF: See Reverse Path Forwarding.

Static Route A route that has been manually configured on the router.
VRRP: Virtual Router Redundancy Protocol. See Chapter 12.

xorpsh: XORPcommand shell. See Chapter 1.

xorp_rtrmgr : XORProuter manager process. See Chapter 1.
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Chapter 1

Command Structure

1.1 Introduction

To interact with aXORP router using the command line interface (CLI), the user thesORP command
shell “xorpsh”. This allows configuration of the router and monitoring bétrouter state.

In this chapter we describe how to interact withrpsh. In later chapters we describe the details of how to
configure BGP, PIM, SNMP and other processes.

The user interface style is loosely modelled on that of apkmiouter. This manual and tlerpsh itself
are works in progress, and so may change significantly inutued.

1.2 Running xorpsh

The xorpsh command provides an interactive command shell X®©&P user, similar in many ways to the
role played by a Unix shell. In a production router or on ¥@RP LiveCD, xorpsh might be set up as
an user’s login shell - they would login to the router via ssi &e directly in thexorpsh environment.
However, for research and development purposes, it makes semse to login normally to the machine
running thexORP processes, and to rworpsh directly from the Unix command line.

xorpsh should normally be run as a regular user; it is neither necgss desirable to run it as root. If an
user is to be permitted to make changes to the running roatgigtiration, that user needs to be in the Unix
groupxorp . The choice of GID for grouporp is not important.

xorpsh needs to be able to communicate with ¥@RP router management processp_rtrmgr using the
local file system. If thexorp_rtrmgr cannot write files in /tmp thatorpsh can read, therorpsh will not be
able to authenticate the user to tteep_rtrmgr.

Multiple users can rumorpsh simultaneously. There is some degree of configuration ihacko prevent
simultaneous changes to the router configuration, but cilyrthis is fairly primitive.

To facilitate automatedORProuter configuration, it is possible to userpsh in non-interactive modes(g.,
as part of a shell script). This is described in details intisacl.8.

13



1.3 Basic Commands

On startingxorpsh, you will be presented with a command line prompt:

| user@hostname>

You can exitxorpsh at any time by trying Control-d.

Typing “?” at the prompt will list the commands currently dahle to you:

user@hostname> ?
Possible completions:
configure Switch to configuration mode
exit Exit this command session
help Provide help with commands
quit Quit this command session
show Display information about the system

If you type the first letter or letters of a command, and<iiab>, then command completion will occur.

At any time you can type “?” again to see further command cetigpis. For example:

user@hostname> confi g?
Possible completions:

configure Switch to configuration mode
user@hostname> config

If the cursor is after the command, typing “?” will list thegsible parameters for the command:

user@hostname> configure ?
Possible completions:

<[Enter]> Execute this command

exclusive Switch to configuration mode, locking out other u
user@hostname> confi gure

14
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1.3.1 Command History and Command Line Editing

xorpsh supports emacs-style command history and editing of thedexhe command line. The most
important commands are:

Theup-arrow or control-p moves to the previous command in the history.

Thedown-arrow or control-n moves to the next command in the history.

Theleft-arrow or control-b moves back along the command line.

Theright-arrow or control-f move forward along the command line.

control-a moves to the beginning of the command line.

control-e moves to the end of the command line.

control-d deletes the character directly under the cursor.

control-t toggles (swaps) the character under the cursor with thexctearimmediately preceding it.
control-spacemarks the current cursor position.

control-w deletes the text between the mark and the current cursdiggpsiopying the deleted text
to the cut buffer.

control-k kills (deletes) from the cursor to the end of the command laopying the deleted text to
the cut buffer.

control-y yanks (pastes) the text from the cut buffer, inserting ibatdurrent cursor location.

15



1.3.2 Command Output Displaying

Thexorpsh command output is displayed on the screen that is rurxongsh. If the command output can
fit within the screen, it is printed followed by the XORP pransp the user can input new commands.

If the command output is too large to fit, tlkerpsh uses the UNIXmore-like interface to display it one
screen at a time. In that case the bottom of the display shevi¥ase— prompt. If the screen displays the
end of the output, the prompt i€More— (END). Typing 'h’ at the—More— prompt can be used to display
help information about available commands:

SUMMARY OF MORE COMMANDS

-- Get Help --
h *  Display this help.
-- Scroll Down --
Enter Return | *  Scroll down one line.

"M "N DownArrow
Tab d ‘D X

*

Scroll down one-half screen.

Space F *  Scroll down one whole screen.

"E G *  Scroll down to the bottom of the output.

N *  Display the output all at once instead of one
screen at a time. (Same as specifying the
| no-more command.)

-- Scroll Up --

k "H "P *  Display the previous line of output.

UpArrow

u “U *  Scroll up one-half screen.

b B * Scroll up one whole screen.

A g * Scroll up to the top of the output.

-- Misc Commands --
"L * Redraw the output on the screen.
q Q C K *  Interrupt the display of output.

--More-- (END)

16



1.3.3 Command Output Filtering

The output of axorpsh command can be filtered or modified by applying various fil@mmands. If a
xorpsh command allows its output to be filtered, then displayingptregdout such command will list the
UNIX-like pipe command|" as one of the options:

user@hostname> show host date | ?
Possible completions:
count Count occurrences
except Show only text that does not match a pattern
find Search for the first occurrence of a pattern
hold Hold text without exiting the --More-- prompt
match Show only text that matches a pattern
no-more Don't paginate output
resolve Resolve IP addresses (NOT IMPLEMENTED YET)
save Save output text to a file (NOT IMPLEMENTED YET)
trim Trip specified number of columns from the start line
(NOT IMPLEMENTED YET)

17



1.4 Command Modes

xorpsh has two command modes:

Operational Mode, which allows interaction with the router to monitor its ogéon and status.

Configuration Mode, which allows the user to view the configuration of the routeighange that config-
uration, and to load and save configurations to file.

Generally speaking, operational mode is considered torgiveprivileged access; there should be nothing
an user can type that would seriously impact the operaticgheofouter. In contrast, configuration mode
allows all aspects of router operation to be modified.

In the long runxorpsh and thexorp_rtrmgr will probably come to support fine-grained access contil, s
that some users can be given permission to change only sutfdbie router configuration. At the present
time though, there is no fine-grained access control.

An user can only enter configuration mode if that user is ikt Unix group.

1.5 Operational Mode

user@hostname> ?
Possible completions:
configure Switch to configuration mode
exit Exit this command session
help Provide help with commands
quit Quit this command session
show Display information about the system

The main commands in operational mode are:

configure: switches from operational mode to configuration mode.
exit: exit from xorpsh.

help: provides online help.

quit: quit fromxorpsh. It is equivalent to thexit command.

show: displays many aspects of the running state of the router.

18



1.5.1 Show Command

user@hostname> show ?
Possible completions:
bgp Display information about BGP
host Display information about the host
igmp Display information about IGMP
interfaces Show network interface information
mfea Display information about IPv4 MFEA
mfea6 Display information about IPv6 MFEA
mid Display information about MLD
pim Display information about IPv4 PIM
pim6 Display information about IPv6 PIM
rip Display information about RIP
route Show route table
version Display system version
user@hostname> show

Theshowcommand is used to display many aspects of the running dttie oouter. We don’t describe the
sub-commands here, because they depend on the runningfdta¢éerouter. For example, only a router that
is running BGP should providghow bgp commands.

As an example, we show the peers of a BGP router:

user@hostname> show bgp peers detail
OK
Peer 1: local 192.150.187.108/179 remote 192.150.187.109 1179
Peer ID: 192.150.187.109
Peer State: ESTABLISHED
Admin State: START
Negotiated BGP Version: 4
Peer AS Number: 65000
Updates Received: 5157, Updates Sent: O
Messages Received: 5159, Messages Sent: 1
Time since last received update: 4 seconds
Number of transitions to ESTABLISHED: 1
Time since last entering ESTABLISHED state: 47 seconds
Retry Interval: 120 seconds
Hold Time: 90 seconds, Keep Alive Time: 30 seconds
Configured Hold Time: 90 seconds, Configured Keep Alive Tim e: 30 seconds
Minimum AS Origination Interval: 0 seconds
Minimum Route Advertisement Interval: 0 seconds
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1.6 Configuration Mode

[edit]
user@hostname#

user@hostname> confi gure
Entering configuration mode.
There are no other users in configuration mode.

When in configuration mode, the command prompt changestdisern@hostname> touser@hostname# .
The command prompt is also usually preceded by a line irdigathich part of the configuration tree is

currently being edited.

[edit]
user@hostname# ?
Possible completions:

commit

create

delete

edit

exit

help

load

quit

run

save

set

show

top

up
user@hostname#

Commit the current set of changes
Alias for the “set” command (obsoleted)
Delete a configuration element
Edit a sub-element
Exit from this configuration level

Provide help with commands

Load configuration from a file
Quit from this level

Run an operational-mode command

Save configuration to a file

Set the value of a parameter or create a new element
Show the configuration (default values may be suppress
Exit to top level of configuration

Exit one level of configuration

20
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The router configuration has a tree form similar to the dowcstructure on a Unix filesystem. The current
configuration or parts of the configuration can be shown viigshowcommand:

[edit]
user@hostname# show i nterfaces
interface rl0 {
description: "control interface"
vif rl0 {
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255

Note that theshowcommand suppresses parameters that have default valugseEfed in the correspond-
ing router manager template files). Use commahdw -allto show the complete configuration including
the parameters with default values:

[edit]
user@hostname# show -all interfaces
interface rl0 {
description: "control interface"
vif rl0 {
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
disable: false

}

disable: false
}
disable: false
discard: false
unreachable: false
management: false

}

targetname: "fea
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1.6.1 Moving around the Configuration Tree

You can change the current location in the configurationusieg theedit, exit, quit, top andup commands.

e edit <element name-: Edit a sub-element

e exit: Exit from this configuration level, or if at top level, exibofiguration mode.
e quit: Quit from this level

e top: EXxit to top level of configuration

e up: Exit one level of configuration

For example:

[edit]
user@hostname# edit interfaces interface rl0 vif rlO
[edit interfaces interface rl0 vif rl0]
user@hostname# show
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
}

[edit interfaces interface rl0 vif rl0]
user@hostname# up

[edit interfaces interface rl0]
user@hostname# t op

[edit]

user@hostname#

1.6.2 Loading and Saving Configurations

On startup, theorp_rtrmgr will read a configuration file. It will then start up and configuhe various router
components as specified in the configuration file.

The configuration file can be created externally, using a abtext editor, or it can be saved from the
running router configuration. A configuration file can alsolbeded into a running router, causing the
previous running configuration to be discarded. The comméorcthis are:

e save<filename>: save the current configuration in the specified file.

¢ load <filename>: load the specified file, discarding the currently runningfouration.

The <filename- argument may be a path to a disk file, or an Uniform Resourcaetiféer (URI) with a
scheme ofile, ftp, http, or tftp. Thexorp_rtrmgr does not know how to deal with these schemes on its own;
external commands are invoked to perform the actual saveaor dperation. If an URI is used to save or
load the router configuration, then the appropriate vaembiust be set in thé&rmgr block to point to these
commands. Commands are invoked with the following argument
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e Any options specified in thargsvariable for the commande(g., save-tftp-command-ajgs
e The full path name of a temporary file where the running XOR#igaration has been saved.

e The URI specified to theavecommand in theorpsh.

Note that currently no commands or scripts to perform thesgations are shipped with XORP.

For example:

rtrmgr  {
load-tftp-command: "/usr/local/shin/xorp-tftp-get.sh "
load-tftp-command-args: "-0"
save-tftp-command: "/usr/local/sbin/xorp-tftp-put.sh "

save-tftp-command-args: "-i

Then, if the user usesorpsh commandoad tftp://hostname/path/to/config.bodb load the configuration,
internally thexorp_rtrmgr will use the following command:

lusr/local/sbin/xorp-tftp-get.sh -o <tmp-filename> tftp://hostname/path/to/config.boot

This command will download the configuration file to a temppifde (chosen internally by theorp_rtrmgr)
on the local filesystem and then tkerp_rtrmgr will load the configuration from that temporary file before
deleting it.

Similarly, if the user usesorpsh commandsavetftp://hostname/path/to/config.bodb save the configura-
tion, internally thexorp_rtrmgr will use the following command:

{usr/local/sbin/xorp-tftp-put.sh -i <tmp-filename> tftp://hostname/path/to/config.boot

First, thexorp_rtrmgr will save the configuration to a temporary file (chosen irdélynby the xorp_rtrmgr)
on the local filesystem. Then tthesr/local/sbin/xorp-tftp-put.sh command will be used to upload that file.
Finally, thexorp_rtrmgr will delete the temporary file.

23



1.6.3 Setting Configuration Values

e set<path to config> <value>: set the value of the specified configuration node.

Thesetcommand can be used to set or change the value of a configuogitimn. The change does not ac-
tually take effect immediately - theommitcommand must be used to apply this and any other uncommitted

changes.

In the example below, the prefix length (netmask) of addr&2s150.187.108 on vif rl0 is changed, but not
yet committed. The*" indicates parts of the configuration that has been addedbdifiad but not yet been

committed.

[edit interfaces interface rl0]
user@hostname# show
description: "control interface"
vif rl0 {
address 192.150.187.108 {
prefix-length: 25
broadcast: 192.150.187.255
}
¥

[edit interfaces interface rlQ]
user@hostname# set vif rl 0 address 192.150. 187.108 prefix-length 24
OK

[edit interfaces interface rl0]
user@hostname# show
description: "control interface"
vif rl0 {
address 192.150.187.108 {
> prefix-length: 24
broadcast: 192.150.187.255
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1.6.4 Adding New Configuration

e set<path to new config node : create new configuration node.

e set<path to new config node { : create new configuration node and start editing it.

New configuration can be added by teetcommand. If we type setfollowed by the path to a new
configuration node, the node will be created. All parametétisin that node will be assigned their default
values (if exist). After that the node can be edited witheldé& command. If we typq after the path to the
new configuration node, the node will be created, the defalites will be assigned, and we can directly
start editing that node. The user interface for this is aulyerather primitive and doesn’t permit the more
free-form configuration allowed in configuration files.

"Note that prior to the XORP Release-1.3, theate command was used instead to add new configuration nodes.
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For example, to configure a second address on interfacévif r

[edit interfaces interface rl0 vif rl0]
user@hostname# show
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
}

[edit interfaces interface rl0 vif rlO]
user@hostname# set address 10.0.0.1 {
> prefix-length 16
> broadcast 10. 0. 255. 255
>
[edit interfaces interface rl0 vif rl0]
user@hostname# show
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
¥

> address 10.0.0.1 {

> prefix-length: 16

> broadcast: 10.0.255.255
>}

1.6.5 Deleting Parts of the Configuration

Thedeletecommand can be used to delete subtrees from the configurdtmndeletion will be visible in

the results of thehowcommand, but will not actually take place until the changescammitted. The-
indicates parts of the configuration that has been deleteddiyet been committed.
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user@hostname# show interfaces interface rl0 vif rlO
address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255
}
address 10.0.0.1 {
prefix-length: 16
broadcast: 10.0.255.255
}

[edit]
user@hostname# delete interfaces interface rl0 vif rl0 address 10.0.0.1
Deleting:
address 10.0.0.1 {
prefix-length: 16
broadcast: 10.0.255.255
}

OK

[edit]

user@hostname# show i nterfaces interface rl0 vif rlO

address 192.150.187.108 {
prefix-length: 24
broadcast: 192.150.187.255

}

address 10.0.0.1 {
prefix-length: 16

- broadcast: 10.0.255.255

-}
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1.6.6 Committing Changes

[edit interfaces interface rl0]
user@hostname# conmmit
OK

The commitcommand commits all the current configuration changes. Géuistake a number of seconds
before the response is given.

If xorpsh was built with debugging enabled, the response can be cersity more verbose than shown
above!

If two or more users are logged in using configuration modd,are of them changes the configuration, the
others will receive a warning:

[edit]

user@hostname#

The configuration had been changed by user mjh
user@hostname#

1.6.7 Discarding Changes

The user can discard a batch of changes by editing them balekitariginal configuration, or by using the
exitcommand to leave configuration mode:

[edit]
user@hostname# exit
ERROR: There are uncommitted changes

Use "commit" to commit the changes, or "exit discard" to disc ard them
user@hostname# exit discard
user@hostname>

1.7 Configuring xorpsh Behavior

Currently there is very limited support for configuring therpsh behavior. In the future there will be a
more advanced configuration mechanism with a richer setrdffguration options.
1.7.1 Configuring the xorpsh Prompt

The default operational and configuration mode promptsisee@hostname> anduser@hostname#
respectively.
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The operational and configuration mode prompts can be mddifie¢he following environmental variables
respectively XORP.PROMPT.OPERATIONAL andXORPPROMPT.CONFIGURATION. For example:

user@hostname[10] env XORP_PROMPT_OPERATIONAL="foo "
XORP_PROMPT_CONFIGURATION="bar " ./xorpsh

Welcome to XORP on hostname

foo configure

Entering configuration mode.

There are no other users in configuration mode.

[edit]

bar

1.8 Running xorpsh in Non-Interactive Mode

Typically xorpsh would be used as an interactive command shell. However,pbssible to useorpsh
in non-interactive modee(g.,as part of a shell script). This could be useful for automat&@RP router
configuration such as adding new network interfaces to thRR@onfiguration for new PPP dial-up clients.

The following non-interactive modes are supported. No#é thexorpshbinary has to be in the execution
path. Alternativelyxorpshshould be replaced wittpath/to/xorpsh

e Runningxorpsh as part of UNIX command-line pipes:

echo "show host o0s" | xorpsh
cat filename | xorpsh
xorpsh < filename

e Runningxorpsh as part of a shell script:

#!/bin/sh

xorpsh <<!

show host os
I

e Running commands that are supplied by the %efpsh command-line option:
xorpsh -c "show host 0s"

The “-¢” option can be used more than once to execute mukimemands.

e Runningxorpsh as part of an “expect” script:

#!/usr/bin/env python
import time
import sys

29



import pexpect

child=pexpect.spawn ('xorpsh’)
child.expect('user@hostname> )
child.sendline('show host os | no-more’)
child.sendeof()

while 1:
line = child.readline()
if not line:
break
print line,
child.close()

Note that ifxorpsh is run in non-interactive more as part of an “expect” scripieve there isa TTY
associated with theorpsh process, therorpsh may use the internal pager if the output from a com-
mand is very long. In that case, it is advisable that the matiepager is explicitly disabled by using
the “no-more” pipe as in the above example.
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Chapter 2

Configuration Overview

2.1 Introduction

A XORP router must be configured to perform the desired ojgerat The configuration information can be
provided in one of the two ways:

e Use a configuration file when therp_rtrmgr is started. By default, theorp_rtrmgr will load the
configuration from file “config.boot” in the XORP installati@irectory. This file can be specified by
the “-b <filename>" command line option:

xorp_rtrmgr -b my_config.boot

See “rtrmgr/config/*.boot” for a set of sample configuratifiles (note that those files MUST be
modified before using them).

e Use thexorpsh command line interface after th@rp_rtrmgr is started. It should be noted that com-
mand line completion in theorpsh does greatly simplify configuration.

A mixture of both methods is permissible. For example, a goméition file can also be loaded from within
thexorpsh.

At very minimum, a router’s interfaces must be configurea Section 2.2). Typically, the FEA needs to
be configured€.g.,to enable unicast forwarding); the FEA configuration is désgd in Section 2.4. All
protocol configuration is described in Section 2.5.

2.2 Network Interfaces

A XORP router will only use interfaces that it has been exiijiconfigured to use. Even for protocols such
as BGP that are agnostic to interfaces, if the next-hop rdatea routing entry is not through a configured
interface the route will not be installed. For protocolsttai@ explicitly aware of interfaces only configured
interfaces will be used.

Every physical network device in the system is considerdzktan “interface”. Every interface can contain
a number of virtual interfaces (“vif’s). In the majority ofses the interface name and vif name will be
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identical and will map to the name given to the interface by dperating system. A virtual interface is
configured with the address or addresses that should be Asedch level in the configuration hierarchy
(interface  ,vif andaddress )itis necessary to enable this part of the configuration.

interfaces {
restore-original-config-on-shutdown: false
interface dcO {

description: "data interface"
disable: false
| = default-system-config */
vif dcO  {
disable: false
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10.255
disable: false
}
| *
address 2001:DB8:10:10:10:10:10:10 {
prefix-length: 64
disable: false

}
*/

We recommend that you select the interfaces that you wanéémn your system and configure them as
above. If you are configuring an interface that is currending used by the the system make sure that there
is no mismatch in theaddress , prefix-length and broadcast  arguments. If the
default-system-config statement is used, it instructs the FEA that the interfacrilshbe con-
figured by using the existing interface information from tirederlying system. In that case, thié and
address sections must not be configured.

2.3 Firewall

Firewall rules are configured by using numbered enfries

firewall {
rule4 100 {
action: “"drop"
protocol: 6 / * TCP */

source  {
interface: "fxpQ"
vif: "fxp0"
network: 0.0.0.0/0
port-begin: 0
port-end: 65535

destination {
network: 10.10.0.0/24
port-begin: 0
port-end: 1024

}

}
}

1Currently (July 2008) XORP has only preliminary supportaafigure firewall rules.
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Rules with smaller numbers are applied earlier. The rulesvahatching based on protocol number, incom-
ing interface and vif, source and destination network pesfixand source and destination port ranges (for
TCP and UDP only). The action can be one of the following:

none : No action. Continue the evaluation with the next rule.

pass : Pass matching packets

drop : Drop matching packets

reject : Reject matching packets

Currently (July 2008), firewall configuration is supportedyofor *BSD and Linux?.

2.4 Forwarding Engine Abstraction

It is a requirement to explicitly enable forwarding for eaartocol family.

fea {
unicast-forwarding4 {
disable: false
}
[ *
unicast-forwarding6 {
disable: false
}
*/
}

If IPv4 forwarding is required you will require the configtim above. If the system supports IPv6 and
IPv6 forwarding is required, then thmicast-forwarding6 statement must be used to enabf it

2See file ERRATA from the XORP distribution for additional émfation how to compile XORP on Linux with firewall support
enabled.

3Note that prior to XORP Release-1.1, teeable-unicast-forwarding4 andenable-unicast-forwarding6
flags were used instead to enable or disable the IPv4 and tPwéufding.
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2.5 Protocols

A unicast router typically will be configured with one or maséthe following protocols: StaticRoutes
(Section 2.5.1), RIP (Section 2.5.2) or BGP (Section 2.5.4)

A multicast router must have the MFEA configured (Section53).5Typically, a multicast router should
have IGMP/MLD configured (Section 2.5.6). Currently, PIN#Ss the only multicast routing protocol
implemented (Section 2.5.7). If some multicast-specifitictoutes need to be installed in the MRIB (for
computing the reverse-path forwarding information), thcan be specified in the StaticRoutes configuration
(Section 2.5.1). If there are no unicast routing protocolsfigured, the FIB2ZMRIB module may need to be
configured as well (Section 2.5.8).

2.5.1 Static Routes

This is the simplest routing protocol in XORP. It allows tinstallation of unicast or multicast static routes
(either IPv4 or IPv6). Note that in case of multicast the esuare installed only in the user-level Multi-
cast Routing Information Base and are used for multicastifip reverse-path forwarding information by
multicast routing protocols such as PIM-SM.

protocols {
static  {
route 10.20.0.0/16 {
nexthop: 10.10.10.20
metric: 1

mrib-route 10.20.0.0/16 {
nexthop: 10.10.10.30
metric: 1

}

| x

route 2001:DB8:AAAA:20::/64 {
nexthop: 2001:DB8:10:10:10:10:10:20
metric: 1

}

mrib-route 2001:DB8:AAAA:20::/64 {
nexthop: 2001:DB8:10:10:10:10:10:30
metric: 1

}
*/
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2.5.2 Routing Information Protocol
In order to run RIP it is sufficient to specify the set of interés, vifs and addressestérface  ,vif and
address ) on which RIP is enablel

If you wish to announce routes then it is necessary to theesotltat are to be announced. For example,
connected andstatic  °.

policy {
|+ Describe connected routes for redistribution */
policy-statement connected {
term export  {
from {
protocol: "connected"

}
}
}

policy {
/ = Describe static routes for redistribution */
policy-statement static {
term export  {
from {
protocol: "static"

}
}
}

protocols {
rip |
/ = Redistribute routes for connected interfaces */
[ *
export: “connected”

*/
/ *+ Redistribute static routes */
[ *
export: “static"
*/
/ *+ Redistribute connected and static routes */
| *
export: "connected,static"
*/
/+ Run on specified network interface addresses */
interface dcO {
vif dcO  {
address 10.10.10.10 {
disable: false
}
}
}
}
}

“Note that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.

SStarting with XORP Release-1.2 policy is used to exportesito RIP with thexport ~ statement. Prior to XORP Release-
1.2 theexport statement was used with a different syntax.
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2.5.3 Open Shortest Path First

In order to run OSPF Version 2 tleuter-id must be specified, the numerically smallest IP address of

an interface belonging to the router is a good choice.
OSPF splits networks into areas sosapa must be configured.
Configure one or more of the routers configured interfad@@ifress in this area.

The 4 in ospf4 refers to the IPv4 address family.

protocols {
ospf4  {
router-id: 10.10.10.10

area 0.0.0.0 {

interface dcO {
vif dcO  {
address 10.10.10.10 {
}
}
}
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2.5.4 Border Gateway Protocol

In order to run BGP thégp-id (BGP Identifier) andocal-as

specified.

(Autonomous System number) must be

The peer statement specifies a peering. The argument to the peemsiaités the IP address of the peer.
Thelocal-ip is the IP address that TCP should use. @kes the Autonomous System Number of the

peer.

protocols {
bgp {
bgp-id: 10.10.10.10
local-as: 65002

peer 10.30.30.30 {
local-ip: 10.10.10.10
as: 65000
next-hop: 10.10.10.20
| *
local-port: 179
peer-port: 179

*/
/ = holdtime: 120 */
| = disable: false */

/= IPv4 unicast is enabled by default
/ * ipv4-unicast: true */

[ = ipv4-multicast: true */
/ = ipv6-unicast: true */
/ = ipv6-multicast: true */

/ = Optionally enable other AFI/SAFI combinations

«
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2.5.5 Multicast Forwarding Engine Abstraction
The MFEA must be configured if the XORP router is to be used foltinast routing. The MFEA for IPv4
and IPv6 are configured separately.

In the configuration we must explicitly configure the entityelf, and eaclvif . Thetraceoptions
section is used to explicitly enable log information that b used for debugging purpdse

plumbing {
mfead {
disable: false
interface dcO {
vif dcO  {
disable: false

}

interface register wvif |
vif register wvif o {
/= Note: this vif should be always enabled */
disable: true

}
}

traceoptions {
flag all {
disable: true

}
}
}
}

plumbing {
mfea6 {
disable: true
interface dcO {
vif dcO  {
disable: true

}

interface register it {
vif register wvif o {
/= Note: this vif should be always enabled */
disable: true

}
}

traceoptions {
flag all {
disable: true

}
}
}

}

Note that the interface/vif namedegister _vif is special. If PIM-SM is configured, then
register _vif must be enabled in the MFEA.

®Note that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.

38



2.5.6 Internet Group Management Protocol/Multicast Listener Discovery

IGMP/MLD should be configured if the XORP router is to be usadrhulticast routing and if we want to
track multicast group membership for directly connectdohsts. Typically this is the case for a multicast
router, therefore it should be enabled. IGMP and MLD are goméid separately: IGMP is used for tracking
IPv4 multicast members; MLD is used for tracking IPv6 mastmembers.

In the configuration we must explicitly configure each endihd eaclvif . Thetraceoptions section
is used to explicitly enable log information that can be usedlebugging purposé

protocols {
igmp  {
disable: false
interface dcO {
vif dc0  {
disable: false
[+ version: 2 */
| =+ enable-ip-router-alert-option-check: false */
/ = query-interval: 125 */
| = query-last-member-interval: 1 */
[ = query-response-interval: 10 */
/ = robust-count: 2 */
}
}

traceoptions {
flag all {
disable: false
}

}
}
}

protocols {
mid {
disable: false
interface dcO {
vif dcO0  {
disable: false
[+ version: 1 */
/ = enable-ip-router-alert-option-check: false */
[ = query-interval: 125 */
[ = query-last-member-interval: 1 */
| = query-response-interval: 10 */
/ = robust-count: 2 */
}
}

traceoptions {
flag all {
disable: false

}
}
}
}

A number of parameters have default values, therefore thajt Have to be configured (those parameters
are commented-out in the above sample configuration).

Theversion parameter is used to configure the MLD/IGMP protocol vergienvirtual interfacé.

"Note that prior to XORP Release-1.1, teeable flag was used instead disable to enable or disable each part of the
configuration.
8Note that theversion  statement appeared after XORP Release-1.1.
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The enable-ip-router-alert-option-check parameter is used to enable the IP Router Alert
option check per virtual interface

The query-interval parameter is used to configure (per virtual interface) therwal (in seconds)
between general queries sent by the quéfler

The query-last-member-interval parameter is used to configure (per virtual interface) thg-ma
imum response time (in seconds) inserted into group-speamieries sent in response to leave group mes-
sages. Itis also the interval between group-specific quessages?.

The query-response-interval parameter is used to configure (per virtual interface) thgimmam
response time (in seconds) inserted into the periodic gégaeries'?.

The robust-count parameter is used to configure the robustness variable toainéllows tuning for
the expected packet loss on a subiiet

Note that in case of IGMP each enabled interface must havédidal?w¥4 address. In case of MLD each
enabled interface must have a valid link-local IPv6 address

°Note that theenable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
10Note that thequery-interval statement appeared after XORP Release-1.1.

Note that thequery-last-member-interval statement appeared after XORP Release-1.1.

12Note that thequery-response-interval statement appeared after XORP Release-1.1.

BNote that theobust-count statement appeared after XORP Release-1.1.
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2.5.7 Protocol Independent Multicast - Sparse Mode

PIM-SM should be configured if the XORP router is to be usediaiticast routing in PIM-SM domain.
PIM-SM for IPv4 and IPv6 are configured separately. At minimthe entity itself and the virtual interfaces
should be enabled, and the mechanism for obtaining the GatedRP set (either the Bootstrap mechanism,
or a static-RP set)*.

protocols {
pimsm4 {
disable: false
interface dcO {
vif dcO  {
disable: false
/ = enable-ip-router-alert-option-check: false */
[+ dr-priority: 1 */
[ * hello-period: 30 */
| = hello-triggered-delay: 5 */
[ = alternative-subnet 10.40.0.0/16 */
}

interface register wvif |
vif register _vif
/= Note: this vif should be always enabled */
disable: false

}
}

static-rps {
rp 10.60.0.1 {
group-prefix 224.0.0.0/4 {
[+ rp-priority: 192 */
/ * hash-mask-len: 30 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {

scope-zone 224.0.0.0/4 {
/ * is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
/ * cand-bsr-by-vif-addr: 10.10.10.10 */
[+ bsr-priority: 1 */
/ * hash-mask-len: 30 */
}
}
cand-rp  {
group-prefix 224.0.0.0/4 {
/ = is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/ * cand-rp-by-vif-addr: 10.10.10.10 */
[+ rp-priority: 192 */
/ = rp-holdtime: 150 */
}
}

}

continued overleaf....

¥Note that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.
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switch-to-spt-threshold {
/= approx. 1K bytes/s (10Kbps) threshold */
disable: false
interval: 100
bytes: 102400

}

traceoptions {
flag all {
disable: false

}
}
}
}

protocols {
pimsm6 {
disable: false
interface dcO {
vif dcO0  {
disable: false
/ = enable-ip-router-alert-option-check: false
[+ dr-priority: 1 */
/ = hello-period: 30 */
[ = hello-triggered-delay: 5 */
[+ alternative-subnet 2001:DB8:40:40::/64 *
}
}

interface register wvif |
vif register _vif
/= Note: this vif should be always enabled
disable: false

}
}

static-rps {
rp 2001:DB8:50:50:50:50:50:50 {
group-prefix ff00::/8 {
[+ rp-priority: 192 */
/ = hash-mask-len: 126 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone ff00::/8 {

/ = is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
/ * cand-bsr-by-vif-addr: 2001:DB8:10:10:10:10:10:10
[+ bsr-priority: 1 */
/ * hash-mask-len: 126 */

}
}
cand-rp  {
group-prefix ff00::/8 {
/ * is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/ * cand-rp-by-vif-addr: 2001:DB8:10:10:10:10:10:10
[ * rp-priority: 192 */
/ + rp-holdtime: 150 */
}
}

}

continued overleaf....

/

*/

*/

*/

*/
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switch-to-spt-threshold {
/= approx. 1K bytes/s (10Kbps) threshold */
disable: false
interval: 100
bytes: 102400

}

traceoptions {
flag all {
disable: false
}
}
}
}

A number of parameters have default values, therefore thajt Have to be configured (those parameters
are commented-out in the above sample configuration).

Note that the interface/vif namedgister  _vif isspecial. If PIM-SM is configured, theagister  _vif
must be enabled.

The enable-ip-router-alert-option-check parameter is used to enable the IP Router Alert
option check per virtual interface.

Thedr-priority parameter is used to configure the Designated Router grpmitvirtual interface (note
that in case ofegister  _vif itis not used).

Thehello-period parameter is used to configure the PIM Hello messages pénisd¢onds) per virtual
interface!®. It must be an integer between 1 and 18724.

The hello-triggered-delay parameter is used to configure the randomized triggered délthe
PIM Hello messages (in seconds) per virtual interf&cet must be an integer between 1 and 255.

The alternative-subnet statement is used to associate additional subnets withnarieinterface.
For example, if you want to make incoming traffic with a nondbsource address appear as it is coming
from a local subnet, thealternative-subnet can be used. Typically, this is needed as a work-
around solution when we use uni-directional interfacesdgeiving traffic (e.g., satellite links). Note: use
alternative-subnet with extreme care, only if you know what you are really doing!

If PIM-SM uses static RPs, those can be configured withirsth&c-rps section. For each RP, ap
section is needed, and each section should contain thecastl{prefix address the static RP is configured
with. The RP priority can be modified with thip-priority parameter.

If PIM-SM uses the Bootstrap mechanism to obtain the CamgliB® set, this can be configured in the
bootstrap  section. If the XORP router is to be used as a Candidate-B8&Rshould be specified in the
cand-bsr section. For a router to be a Candidate-BSR it must advefdiseach zone (scoped or non-
scoped) the associated multicast prefix address. clnel-bsr section should contaiscope-zone
statements for each multicast prefix address. The vif nantle thé address that is to be used as the
Candidate-BSR is specified by tloand-bsr-by-vif-name statement. The particular vif's address
can be specified by theand-bsr-by-vif-addr statement. If theand-bsr-by-vif-addr state-
ment is omitted, a domain-wide address (if exists) thatrmgdoto that interface is chosen by the router

Note that theznable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
18Note that thenello-period statement appeared after XORP Release-1.1.
Note that thenello-triggered-delay statement appeared after XORP Release-1.1.
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itself 18, The Candidate-BSR priority can be modified with tise-priority parameter.

If the XORP router is to be a Candidate-RP, this should beispédn the cand-rp section. For a
router to be a Candidate-RP it must advertise for each zamp€s or non-scoped) the associated mul-
ticast prefix address. Theand-rp section should contaigroup-prefix statements for each mul-
ticast prefix address. The vif name with the address that isetased as the Candidate-RP is speci-
fied by thecand-rp-by-vif-name statement. The particular vif’s address can be specifiechby t
cand-rp-by-vif-addr statement. If theand-rp-by-vif-addr statement is omitted, a domain-
wide address (if exists) that belongs to that interface @seh by the router itsel®. The Candidate-RP
priority can be modified with thep-priority parameter; the Candidate-RP holdtime can be modified
with therp-holdtime parameter.

Theis-scope-zone  parameter is used to specify whether a Candidate-&%Re-zone oraCandidate-
RP group-prefix is scoped. Currently, scoped zones are not well tested,ehi¢éris recommended
scope-zone is always set tdalse . Note that typically thdhash-mask-len  should not be modified;
if you don’'t know whathash-mask-len is used for, don’t modify it!

Theswitch-to-spt-threshold section can be used to specify the multicast data bandwidgsiiold
used by the last-hop PIM-SM routers and the RPs to initiadetekt-path switch toward the multicast source.
Parameteinterval is used to specify the periodic measurement intef¥aparametebytes is used

to specify the threshold in number of bytes within the measient interval. It is recommended that the
measurement interval is not too small, and should be on ther @f tens of seconds.

Thetraceoptions section is used to explicitly enable log information thah ¢& used for debugging
purpose.

Note that in case of PIM-SM for IPv4 each enabled interfacstrhave a valid IPv4 address. In case of PIM-
SM for IPv6 each enabled interface must have a valid linlellemd a valid domain-wide IPv6 addresses.

8Note that thecand-bsr-by-vif-addr statement appeared after XORP Release-1.1.
1%Note that thecand-rp-by-vif-addr statement appeared after XORP Release-1.1.
2ONote that prior to XORP Release-1.3, tihéerval-sec statement was used insteadmterval
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2.5.8 FIB2ZMRIB

The FIB2ZMRIB module is used to obtain the Forwarding InfotioaBase information from the underlying

system (via the FEA), and to propagate it to the MRIB, so itlamised by multicast routing protocols such
as PIM-SM. Typically, it is needed only if the unicast rogtiprotocols (if any) on that router do not inject
routes into the MRIB,

protocols {
fib2mrib  {
disable: false
}
}

ZINote that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.
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Chapter 3

Network Interfaces

3.1 Network Interfaces Terminology and Concepts

A router receives packets via its network interfaces framitighboring routers. Some of those packets
will be destined for the router itself, but most of then wilrmally be forwarded on via another network
interface to another router or to locally connected hosts.

There are many different types of network interface, sudathsrnet, ATM, DS3, or ISDN. Sometimes the

underlying physical interface will need explicit configtiom before it can establish a link, and sometimes
the link requires no configuration. In addition, some neknoterfaces behave from a routing point of view

as if they were really multiple interfaces, in that the routeay have to forward packets between different
“channels” on the same interface.

We choose to distinguish in a XORP router between physidalfaces (which we calinterfaces and
logical interfaces, which we call virtual interfaceswis. An example of anterfacemight be an Ethernet
card. An example of &if might be one of many VLANSs configured on that Ethernet.

Conceptually, XORP routes packets between vifs. Thus i dfs that are given IP addresses. Each in-
terface may contain many vifs. Conversely every vif is alsvpgrt of an interface, although some interfaces
such as the loopback interface do not have a physical réatisa

The XORP naming convention for vifs is that they are namedeg Wwould be in the underlying forwarding
path. For example, if the forwarding path is implementechim FreeBSD kernel, thefiap0 might denote

a 100-base-T Ethernet vif (with no VLAN). On a router usingux as the forwarding path, the same vif
might be callecktho .

If a physical interface cannot support multiple vifs, orhiete’s a default vif on a physical interface, then
the interface name and the vif name will normally be the sahggin, this is determined by the underlying
forwarding path. A common example would be Ethernet withduANs, where the interface and vif might
both be nameékp0 on FreeBSD or both calleethO on Linux.
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3.2 Configuring Network Interfaces

A XORP router will only use interfaces that it has been exiconfigured to use. For protocols such as
RIP that are explicitly aware of interfaces, only configuietgrfaces will be used. Even for protocols such
as BGP that don't directly associate peerings with intead the next-hop router for a routing entry is not
through a configured interface, the route will not be instll

3.2.1 Configuration Syntax

The available configuration syntax for network interfaced addresses is as follows:

interfaces {
restore-original-config-on-shutdown: bool
interface text {
description: text
mac: macaddr
mtu:  uint
default-system-config
disable: bool
discard: bool
unreachable: bool
management: bool
vif  text {
disable: bool
vlan {
vlan-id: int(0..4095)

}

address  IPv4-addr {
prefix-length: int(1..32)
broadcast: IPv4-addr
destination: IPv4-addr
disable: bool

}
address IPv6-addr {

prefix-length: int(1..128)
destination: IPv6-addr
disable: bool
}
}
}
}
interfaces  : this delimits all the interface configuration informatianthin the XORP configuration
file.
restore-original-config-on-shutdown : this flag enables the restoring of the original network
configuration when the FEA is shutdown. If it is set to truerthhe restoring is enabled, otherwise is
disabled. The default imlse (i.e.,don’t restore the original network configuration).
interface  : this delimits the configuration for a particular interfacehe parameter is the name of the

interface, which must correspond to an interface knowneaduter forwarding path.

For each interface, the following configuration is possible

description : this is a human-readable description for the interfacés primarily used to help
the router operator remember which interface serves whigbgse. It is optional.
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mac: This allows the MAC address for the interface to be set. MAIOrasses on devices such
as Ethernets are usually fixed, but in some cases it is pessibbverride the built-in default
MAC address. The format should be in a form appropriate fer itlierface type. For an
Ethernet interface, this would be six colon-separatedt 8wbimbers in hexadecimal, such as
00:0a:59:9a:f2:ba

mtu : This allows the maximum transfer unit (MTU) to be set for thierface as a whole (applying
to all VIFs). The value is an integer number of bytes, and khbe less than or equal to the
largest MTU supported by the physical device. When forwagdiPv4 packets larger than the
MTU will be fragmented unless they the DF bit set, in whichecdsey will be dropped and an
ICMP Packet-too-big message will be returned to the sender.

default-system-config : Normally all the interfaces, vifs, and addresses on a XOdriger
will be configured through the XORP configuration file and ccemhline interface. However,
under certain circumstances it is useful to be able to run R@R a routing daemon without
changing the current configuration of interfaces and adeéses This primitive tells XORP to
obtain its configuration for this interface by reading thesemg configuration back from the for-
warding engine rather than by configuring the forwardingieaglf default-system-config
is used, then theif andaddress sections must not be configured.

disable : this flag disables or enables the interface for routing andfdrding®. It takes the value
true orfalse . Configuring an interface to be disabled has the same effectraoving its
configuration, but without losing what the configurationadite be.

discard : this flag enables an interface to be used as a discard iceerfatakes the valugue
orfalse . The default idalse (i.e.,the interface is not a discard interface). All traffic sent on
such interface will be silently thrown awayd., the interface will act as a blackhole). Note that
on some systeme(g.,most UNIX systems) we cannot assign the discard propertyptuysical
interface. Instead, the name of the discard interface dhseilmade-up and should not match
the name of an interface that already exists in the system.

unreachable : this flag enables an interface to be used as an unreachabifage. It takes the
valuetrue orfalse . The default ifalse (i.e.,the interface is not an unreachable interface).
A packet sent on such interface will be trigger “ICMP desimra unreachable” back to the
sender. Note that on some systemg)({most UNIX systems) we cannot assign the unreachable
property to a physical interface. Instead, the name of theaahable interface should be made-
up and should not match the name of an interface that alredsis én the system.

management : this flag enables an interface to be used as a managemefdadrtelt takes the value
true orfalse . The default idalse (i.e., the interface is not a management interface). An
interface that is flagged as “management” might be used by sirthe protocols for protocol-
specific purpose.
vif : this configures a vif on the corresponding interface. Insaamses this may cause the vif to be
created; an example might be an Ethernet VLAN. In other cisesnerely denotes the start of
the configuration for the vif. The parameter is the name ofviheas understood by the router
forwarding engine.
For each vif, the following configuration is possible:
disable : this flag disables or enables the vif for routing and fonimgc?. It takes the
valuetrue orfalse . Configuring a vif to be disabled has the same effect as remgats
configuration, but without losing what the configurationdite be.

INote that prior to XORP Release-1.1, taeable flag was used instead dfsable
Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
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vlan : this block specifies the VLAN ID for this vif. The vif will beanfigured as a VLAN
on its interface. It currently contains a single tewtan-id , which specifies the 802.1Q
VLAN ID. Currently, Q-in-Q VLANS are not supported?

address : this specifies a new IP address for this vif. A single vif ntiglave multiple 1P

addresses, and might have both IPv4 address and IPv6 aeklrddse parameter is either
an IPv4 or IPv6 address.

For each address, the following configuration is possible:

prefix-length : this gives the prefix length of the subnet connected to titexface.
For an IPv4 address, prefix-length must be between 4 and 32ar-tPv6 address,
prefix-length must be between 8 and 128. This field is mangdtoreach address.

broadcast : this gives the subnet broadcast address for the subnespomding to the
vif address. It is only needed for IPv4 addresses (it is manga and is needed for
historical reasons. It takes the form of an IPv4 address.
Normally the broadcast address will have the local hostsgiahe subnet address set
to all ones. For example, with address 10.0.0.0 and prefigtfe 20, the broadcast
address will have the last 12 bits set to one, and hence wilDd@15.255.

destination : this specifies the destination IP address. It is only relef@ point-to-
point interfaces, where the IP addresses at each end ofnth@died not share an IP
subnet.

disable : this flag disables or enables this IP address on this Vitakes the valuaue
orfalse . Configuring an IP address to be disabled has the same effestrmving its
configuration, but without losing what the configurationdise be.

3As of XORP Release-1.5, VLANSs are supported for *BSD and kirBe sure to load any kernel modules required to support
VLANS before using this option.

“Note that prior to XORP Release-1.1, teable flag was used instead dfsable
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3.2.2 Example Configurations

We recommend that you select the interfaces that you wansémn your system and configure them as
below. Interfaces that you do not wish XORP to use for forwagghould be omitted from the configuration.

Configuring Interface Addresses

interfaces {
interface dcO {
description: "Ethernet interface"
disable: false
vif dcO  {
disable: false
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10.255
disable: false

}

address 2001:DB8:10:10:10:10:10:10 {
prefix-length: 64
disable: false

}

In the example above, the router has only one interface amefily This interface is calledt0, and the vif
is also calleddcO . In this case, this is because this interface is an Ethenfetface, and VLANS are not
being used, so the vif is simply the default vif for this iritere.

The vif has both an IPv4 and an IPv6 address configured. ThedBdress i20.10.10.10 , and connects
tothe subnet0.10.10.0/24  as determined by the prefix-length. Consistent with thisstibnet broadcast
address i40.10.10.255

The IPv6 address has a prefix-length of 64 bits, and does mrat (o allow) the broadcast address to be
explicitly specified.

In this case, the interface is not a point-to-point integfasn no destination address is specified.
Using Pre-Configured Interface Addresses
If the default-system-config statement is used, as shown in the example belore, it itsttbe

FEA that the interface should be configured by using the iagjshterface information from the underlying
system. In that case, tvef andaddress sections must not be configured.

interfaces {
interface dcO {
description: "data interface"
disable: false
default-system-config

}
}
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Configuring VLANs

interfaces {
interface dcO {
description: "Ethernet interface with a VLAN"
vif dcO  {

address 10.10.10.10 {
prefix-length: 24

}
vif vlanl {
vlan {
vlan-id: 1

address 10.10.20.20 {
prefix-length: 24
}
}
}
}

In the example above, the router has a VLAN configured onfaaterdcO. The vlan is calledan1 , and
has VLAN ID of 1. The IP address of interface dc01810.10.10 , while the IP address oflanl is
10.10.20.20

Note that some of the configuration statements sudfisable: = andbroadcast:  can be omitted: the
former has default value dalse while the latter can be calculated internally by XORP frora grefix
length.
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3.3 Monitoring Network Interfaces

The state of a XORP router’s interfaces can be displayed djmenational mode using tls@ow interfaces
command. By itselfshow interfaces will list information about all the interfaces in the router

user@hostname> show i nterfaces

dc0/dcO: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.0.1 subnet 172.16.0.0/24 broadcast 172.16.0. 255
physical index 1
ether 00:80:¢8:h9:61:09

dcl/dcl: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.1.1 subnet 172.16.1.0/24 broadcast 172.16.0. 255
physical index 2
ether 00:80:¢c8:b9:61:0a

dc2/dc2: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.2.1 subnet 172.16.2.0/24 broadcast 172.16.0. 255
physical index 3
ether 00:80:c8:h9:61:0b

dc3/dc3: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.3.1 subnet 172.16.3.0/24 broadcast 172.16.0. 255
physical index 4
ether 00:80:c8:h9:61:0c

fxp0/fxp0: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 150 0
inet 192.150.187.112 subnet 192.150.187.0/25 broadcast 1 92.150.187.255
physical index 5
ether 00:02:b3:10:b4:6c

In this case, the router has five Ethernet interfaces, eawdhiwh has a single vif. The naming format is
interface/vif For examplalcl/vlan2  would be vif vlan2 on interface dcl. In the above examplethall
vif names are the same as the Ethernet interface names betaid. ANs are being used.

To display information about a specific interface, usestimv interfaces <interface> command:

user@hostname> show i nterfaces dcl

dcl/dcl: Flags:<ENABLED,BROADCAST,MULTICAST> mtu 1500
inet 172.16.1.1 subnet 172.16.1.0/24 broadcast 172.16.0. 255
physical index 2
ether 00:80:c8:h9:61:0a
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Chapter 4

Firewall

4.1 Firewall Terminology and Concepts

For security purposes, a router can be configured to inspedbtwarded network traffic and take certain
actions. Those actions are based on a set of rules called/éfireules”. Each firewall rule has a match-
ing criteria €.g.,source and destination address), and an action. Typicdahacare to allow or deny the

forwarding of the packets that match the rule.
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4.2 Configuring Firewall Rules

Firewall configuration can contain many rules. The rulesemaduated in certain order for each incoming
packet. In XORP the configuration rules are numbered, ara$ multh smaller number are evaluated first.
On certain systemse(g., FreeBSD) the largest rule number is limited by the systenb&881, therefore
the XORP configuration shouldn’t include rule numbers thatlarger.

Currently (July 2008), firewall configuration is supportadyofor *BSD and Linux?.

4.2.1 Configuration Syntax

The available configuration syntax for firewall rules is atofes 2:

firewall {
rule4 int(1..65534) {
action: text

protocol: int(0..255)
source {
interface: text
vif:  text
network:  IPv4/ int(0..32)
port-begin: int(0..65535)
port-end: int(0..65535)
destination {
network:  IPv4/ int(0..32)
port-begin: int(0..65535)
port-end: int(0..65535)
}

}
rule6 int(1..65534) {
action: text

protocol: int(0..255)
source {
interface: text
vif:  text
network:  IPvé/ int(0..128)
port-begin: int(0..65535)
port-end: int(0..65535)
destination {
network:  IPvé/ int(0..128)
port-begin: int(0..65535)
port-end: int(0..65535)
}
}
}
firewall  : this delimits all the firewall configuration information tlin the XORP configuration file.

rule4 : this delimits the configuration of a particular IPv4 firelaille. The parameter is the rule number
and must be in the interval [1..65534].

10On FreeBSD withpfw enabled, rule number 65535 is reserved by the system asfendtdele that matches all packets and
it cannot be modified or deleted.

2See file ERRATA from the XORP distribution for additional émiation how to compile XORP on Linux with firewall support
enabled.

3Currently (July 2008) XORP has only preliminary supportaafigure firewall rules.
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For each IPv4 rule, the following configuration is possible:

action : this is the action that should be applied on packets thathriaie rule. It is a string with
one of the following values:

e none: No action. Continue the evaluation with the next rule.
e pass : Pass the matching packets.
e drop : Drop the matching packets.

e reject : Reject the matching packetse(,drop them and try to send back the appropriate
ICMP unreachable notice). Note that some systems don’tstifgs mechanism; on such
systemgeject is equivalent tadrop .

This field is mandatory.

protocol : this field specifies the IP protocol number as defined by IAIA &nd is an integer
value in the interval [0..255]. For example, TCP protocahier is 6, and UDP protocol number
is 17. Ifitis set to O (the default value), all protocols aratomed.

source : this delimits the configuration of the matching criteria ik related to the source of the
packet:

interface  : this parameter is the name of the interface the packetesron. Only packets
arriving on that interface will pass this criteria. The \@lonust be either the name of an
interface known to the router forwarding path or an emptingt(i.e., any interface). The
default value is an empty string.

vif : this parameter is the name of the vif on the corresponutitegface  the packet arrives
on. Only packets arriving on that vif will pass this criteri@he value must be either the
name of a vif that belongs timterface and is known to the router forwarding path or
an empty stringi(e., any interface). The default value is an empty string.

network : this parameter specifies the source network address préfixvalue is in the form
of an IP address and prefix-length in thédress/prefix-lengtformat. Only packets with
source address that belong to this address prefix will péssriteria. The default value is
0.0.0.0/0,.e.,any source address.

port-begin  : this parameter specifies the lower bound of the source ponter interval,
and is an integer value in the interval [0..65535]. It applaly for TCP and UDP pack-
ets. Only packets with source port number that is equal getathanport-begin
will pass this criteria. In other words, the source port neminust be in the interval
[port-begin  ..port-end ]. The default value is 0.

port-end : this parameter specifies the upper bound of the source ptber interval, and is
an integer value in the interval [0..65535]. It applies ofdly TCP and UDP packets. Only
packets with source port number that is equal or smallerploainiend  will pass this cri-
teria. In other words, the source port number must be in tieevial [port-begin  ..port-end
The default value is 65535.

destination : this delimits the configuration of the matching criteria th related to the destina-
tion of the packet:

network : this parameter specifies the destination network addre$x pThe value is in the
form of an IP address and prefix-length in #édress/prefix-lengtformat. Only packets
with destination address that belong to this address prélfipass this criteria. The default
value is 0.0.0.0/0i,e.,any destination address.
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port-begin  : this parameter specifies the lower bound of the destingwhnumber inter-
val, and is an integer value in the interval [0..65535]. hla&s only for TCP and UDP pack-
ets. Only packets with destination port number that is equérger tharport-begin
will pass this criteria. In other words, the destinationtparmber must be in the interval
[port-begin  ..port-end ]. The default value is 0.

port-end : this parameter specifies the upper bound of the destinpbarmumber interval,
and is an integer value in the interval [0..65535]. It applaly for TCP and UDP pack-
ets. Only packets with destination port number that is equamaller tharport-end
will pass this criteria. In other words, the destinationtpmrmber must be in the interval
[port-begin  ..port-end ]. The default value is 65535.

rule6 : this delimits the configuration of a particular IPv6 firelaille. The parameter is the rule number

and must be in the interval [1..65534].

The IPv6 rule configuration is similar to the IPv4 configurati except that IPv6 addresses are used
instead of IPv4 addresses (where applicable).

Note that on certain systems.§.,FreeBSD-7.0 withipfw ) the firewall rule numbers for IPv4 and
IPv6 use same number space. Thereforeruled andrule6 rule numbers in the XORP configu-
ration should also be chosen from the same number space.
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4.2.2 Example Configurations

We recommend that the initial firewall configuration use® nuimbers with large interval betweend.,
100, 200, 300), such that other rules can be inserted latecigssary.

firewall {
rule4 100 {

action: “"pass"

protocol: 6 / * TCP */

destination {
network: 10.10.10.10/32
port-begin: 80
port-end: 80

}

rule4 200 {
action: "drop"
protocol: 6 / * TCP */

source {
interface: "fxp0"
vif: "fxp0"
network: 0.0.0.0/0
port-begin: 0
port-end: 65535

destination {
network: 10.10.0.0/24
port-begin: 0
port-end: 1024

}

}
rule4 65000 {
action: "pass"
protocol: 6 / * TCP */

}

}

In the example above, the router has only three firewall rededigured. The first rule (rule 100) will allow
all TCP traffic to IP address 10.10.10.10 and TCP port numBéir, HTTP requests) to pass. The second
rule (rule 200) will drop all TCP traffic arriving on interfatvif fxp0/fxpO if the destination IP address
belongs to subnet 10.10.0.0/24 and the destination TCPnpamber is in the interval [0..1024]. The third
rule (rule 65000) will allow all remaining TCP traffic.
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4.3 Monitoring Firewall Rules

Examples of firewall monitoring include displaying the skinstalled firewall rules in the data forwarding
plane, or displaying information about the number of paxkieat have matched a particular firewall rule.

Currently (July 2008) XORP doesn’t support monitoring fiegwules. The commands that are provided
with the underlying system should be used to monitor the ffewles €.g.ipfw for FreeBSD and
iptables  for Linux).

60



Chapter 5

Forwarding Engine

5.1 Terminology and Concepts

The forwarding engine is that part of a router that receiazkpts and forwards them from one interface to
another. In the case of XORP, the forwarding engine may bkehreel forwarding path on UNIX, the Click
forwarding path [1], or it may reside in external forwardingrdware.

On any particular router, it might be desirable to enableisalile different parts of the forwarding func-
tionality. For example, a router might only be intended taMard IPv6 packets but not IPv4 packets, or it
might be intended to forward unicast packets but not mudtipackets. Thus XORP provides the ability to
enable and configure various forwarding functionality.

In XORP, the term fea ” refers toForwarding Engine Abstractioand the term thfea” refers toMulticast
Forwarding Engine AbstractianThe term “abstraction” here refers to a high-level confagion interface
that should be the same irrespective of whether the forwgreingine is provided in software in the operating
system kernel or in external forwarding hardware.
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5.2 Configuration of the Forwarding Engine

On a XORP router, forwarding functionality must be explicénabled or no packets will be forwarded. For-
warding can be separately enabled for unicast and multiaadtfor IPv4 and IPv6. In addition, multicast
interfaces/vifs need to be explicitly enabled individyalind certain special-purpose forwarding function-
ality can also be enabled for multicast.

5.2.1 Configuration Syntax

fea {
targetname:  txt
unicast-forwarding4 {
disable: bool
table-id: u32
forwarding-entries {
retain-on-startup: bool
retain-on-shutdown: bool

}

unicast-forwarding6 {
disable: bool
table-id: u32
forwarding-entries {
retain-on-startup: bool
retain-on-shutdown: bool

}

}

click {
disable: bool
duplicate-routes-to-kernel: bool

kernel-click {
disable: bool
install-on-startup: bool
kernel-click-modules: text
mount-directory: text
kernel-click-config-generator-file: text

}

user-click {
disable: bool
command-file: text
command-extra-arguments: text
command-execute-on-startup: bool
control-address: IPv4-addr
control-socket-port: uint(1..65535)
startup-config-file: text
user-click-config-generator-file: text

}
}
}

continued overleaf....
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plumbing {
mfead {
disable: bool
interface text {
vif  text {
disable: bool

}
}

interface register wvif |
vif register wvif o {
disable: bool
}
}

traceoptions {
flag all {
disable: bool
}
}
}

mfea6 {
disable: bool
interface text {
vif  text {
disable: bool

}

interface register it {
vif register wvif o {
disable: bool
}
}
traceoptions {
flag {
all  {
disable: bool

fea : this delimits the configuration for the unicast forwardirgine functionality. The following unicast
forwarding engine parameters can be configured:

targethame : this is the name for this instance of the forwarding engibstraction. It defaults
to “fea ”, and it is strongly recommended that this defaulad overridden under normal usage
scenarios.

unicast-forwarding4  this directive is used to configure the IPv4 forwarding

disable : this takes the valugue orfalse , and disables or enables all IPv4 unicast forwarding
on the router. The default false

table-id  : this specifies the IPv4 unicast forwarding table ID. If ihist configured, the FEA will
use the default table ID for the system. Note that not allesyst support multiple forwarding
tables. Currently, they exist only on Linux (among all sys¢esupported by XORP).

INote that prior to XORP Release-1.1, #mgable-unicast-forwarding4
IPv4 forwarding.
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forwarding-entries : this directive is used to configure the properties of thetlfyrwarding
entries.

retain-on-startup : this takes the valugue orfalse , and is used to control whether
the XORP IPv4 unicast forwarding entries (if there are afflyftem a previous execution)
are removed on startup by the FEA itself. The defaulhlise

retain-on-shutdown : this takes the valugue orfalse , and is used to control whether
the XORP IPv4 unicast forwarding entries are removed ordshrt by the FEA itself. The
default isfalse

Note that theretain-on-startup andretain-on-shutdown statements prevent the
FEA itself from deleting the forwarding entries and does pvent the RIB or any of the
unicast routing protocols from deleting the entries on dtwi.

unicast-forwarding6  this directive is used to configure the IPv6 forwardfng
disable : this takes the valugue orfalse , and disables or enables all IPv6 unicast forwarding

on the router. The default false

table-id  : this specifies the IPv4 unicast forwarding table ID. If ihist configured, the FEA will
use the default table ID for the system. Note that not allesystsupport multiple forwarding
tables. Currently, they exist only on Linux (among all systesupported by XORP).

forwarding-entries : this directive is used to configure the properties of thedlfrwarding
entries.
retain-on-startup : this takes the valugue orfalse , and is used to control whether

the XORP IPv6 unicast forwarding entries (if there are afflyftemn a previous execution)
are removed on startup by the FEA itself. The defaulhlise

retain-on-shutdown : this takes the valugue orfalse , and is used to control whether
the XORP IPv6 unicast forwarding entries are removed ordshurt by the FEA itself. The
default isfalse

Note that theretain-on-startup andretain-on-shutdown statements prevent the
FEA itself from deleting the forwarding entries and does pvent the RIB or any of the
unicast routing protocols from deleting the entries on dtwi.

click : this directive is used to configure the Click forwardinghat

disable : this takes the valugue or false , and disables or enables the Click forwarding path
on the router. The default false

duplicate-routes-to-kernel . this takes the valugue orfalse , and is used to control
whether the XORP routes added to Click should be added toydters kernel as well. The
default isfalse

kernel-click : this directive is used to configure kernel-level Click.

disable : this takes the valugue orfalse , and disables or enables the kernel-level Click
forwarding path on the router. The defaulfase

install-on-startup : this takes the valugue orfalse , andis used to specify whether
the kernel-level Click should be installed on startup. Ta&adlt isfalse

2Note that prior to XORP Release-1.1, #eable-unicast-forwarding6 flag was used instead to enable or disable the
IPv6 forwarding.
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kernel-click-modules . this specifies the list of Click modules (separated by ’Hatt
should be loaded into the kernel. The default is the list oflodes needed by Linux: “/us-
r/local/click/linuxmodule/proclikefs.o:/usr/localick/linuxmodule/click.0” For FreeBSD, the
only module that is needed is “click.ko” so the list shouldike: “/path/to/click.ko”.

mount-directory : this specifies the name of the directory to mount the Cliekdifstem
on. The default is: “/click”.
kernel-click-config-generator-file . this specifies the name of the program to

execute that would generate the kernel-level Click conéition from the XORP configura-
tion. The default is: “/usr/local/xorp/fea/xarfiea click_config.generator”.

user-click : this directive is used to configure user-level Click.

disable : this takes the valugue or false , and disables or enables the user-level Click
forwarding path on the router. The defaulfasse

command-file : this specifies the name of the user-level Click binary progto execute.
The default is “/usr/local/bin/click”.

command-extra-arguments . this specifies the extra arguments that should be supplied
to the user-level Click binary program when executing ite efault is “-R”. Note that it
should not contain-p <port> ", because it will be in conflict with the FEA's addition of
the same argument.

command-execute-on-startup . this takes the valu@rue or false , and is used to
specify whether the user-level Click binary program shdaddexecuted on startup. The
default isfalse

control-address : this takes an IPv4 address and is used to specify the adihasthe
user-level Click binary program would be listening on fotéming connections (to control
and reconfigure Click). The default is 127.0.0.1.

control-socket-port . this takes an integer in the interval [1..65535] and is used
specify the TCP port number the user-level Click binary paogwould be listening on for
incoming connections (to control and reconfigure Click)e Hefault is 13000.

startup-config-file : this specifies the name of the initial Click configuratiom fihat
would loaded on startup. The default is “/dev/null”.

user-click-config-generator-file : this specifies the name of the program to ex-
ecute that would generate the user-level Click configunaftiom the XORP configuration.
The default is “/usr/local/xorp/fea/xorfea click_config.generator”.

Note that it is possible to configure and run both kernelllevel user-level Click. In that case,
typically kernel-click-config-generator-file anduser-click-config-generator-file

would point to different generators. Otherwise, a singlenagmn generator wouldn’t know
whether to generate configuration for kernel-level Clickasruser-level Click.

plumbing : this delimits a part of the router configuration used for fhembing together of packet
forwarding functionality. Multicast forwarding configuian must be part of this grouping.

mfea4 : this delimits the part of the router configuration relatedrtulticast forwarding of IPv4 packets.
The following multicast forwarding parameters can be camig:

disable :thistakes the valugue orfalse ,and disables or enables all IPv4 multicast forwarding
on the routeP. The default idalse

®Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
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interface  : this specifies an interface to be used for multicast IPwd/doding. Each interface to
be used for multicast forwarding needs to be explicitlyelist
In addition to the normal network interfaces, a speciappse interface calleckgister  _vif
needs to be configured for PIM-SM (see Chapter 15) to be abdend register-encapsulated
packets to the PIM Rendezvous Point. PIM-SM will not workreotly unless this is configured.
Theregister  vif interface must be configured with a vif also calledister ~ _vif .

vif : this specifies a vif to be used for multicast IPv4 forwardiggch vif to be used for multicast
forwarding needs to be explicitly listed.
Each vif can take the following parameter:

disable : this takes the valugue orfalse , and disables or enables multicast forwarding
on this vif4. The default ialse

traceoptions : this directive delimits the configuration of debugging arating options for multicast
forwarding.

flag : this directive is used to specify which tracing options emabled. Possible parameters are:

all : this directive specifies that all tracing options shouldebabled. Possible parameters

are:
disable : this takes the valueue orfalse , and disables or enables tracifg The
default isfalse

mfeab : this delimits the part of the router configuration relatedrtulticast forwarding of IPv6 packets.
The possible parameters are the same amfea4 , but affect IPv6 multicast forwarding rather than

IPv4.

“Note that prior to XORP Release-1.1, #ieable flag was used instead dfsable
®Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
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5.2.2 Example Configurations

fea {
unicast-forwarding4 {
disable: false
}
unicast-forwarding6 {
disable: true

}

}
plumbing {
mfead {
disable: false
interface dcO {
vif dcO0  {
disable: false

}

interface register it {
vif register wvif o {
/= Note: this vif should be always enabled */
disable: false
}
}

traceoptions {
flag all {
disable: false

}
}
}

mfea6 {
disable: false
interface dcO {
vif dcO  {
disable: false

}

interface register it {
vif register wvif o {
/= Note: this vif should be always enabled */
disable: false
}
}
}

}

The configuration above enables unicast IPv4 forwardingdisables IPv6 unicast forwarding.

In addition, it enables multicast forwarding for IPv4 and/6Fon interface/vifdc0/dcO , and enables the
register vif for use by PIM-SM multicast routing.
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interfaces {
interface ethO {
description: “control interface"
vif ethO  {
address 10.10.10.10 {
prefix-length: 24
broadcast: 10.10.10.255
}
}
mac: aa:bb:cc:dd:ee:ff
mtu: 1500
}
}
fea {
unicast-forwarding4 {
disable: false
}
click {
disable: false
duplicate-routes-to-kernel: false
kernel-click {
disable: true
install-on-startup: true
kernel-click-modules: "/path/to/proclikefs.o:/path/t o/click.o";
mount-directory: "“/click"
kernel-click-config-generator-file: "/path/to/kernel click _config _generator"
}
user-click {
disable: false
command-file: "/path/to/click"
command-extra-arguments: "-R"
command-execute-on-startup: true
control-address: 127.0.0.1
control-socket-port: 13000
startup-config-file: “/dev/null"
user-click-config-generator-file: “/path/to _user _click _config _generator"
}
}
}

The configuration above enables configures both kernel-tve user-level Click (eventually on Linux
given that it contains two kernel Click modules), but enaldaly user-level Click.

5.3 Monitoring the Forwarding Engine

The show mfea dataflow = command can be used to display information about MFEA IPwé&flbay
filters:

user@hostname> show nf ea dat af | ow

Group Source

224.0.1.20 10.2.0.1
Measured(Start|Packets|Bytes) Type Thresh(Interval|Pa ckets|Bytes)  Remain
1091667269.982158|0|? <= 210.0|0|? 202.434319
1091667269.984406|?|0 >= 100.0|?|102400 92.436567
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Note that the above information is shown only if the filtere kept at user-space. If the filters are kept at

kernel-spaced.g.,in case of UNIX system with advanced multicast API suppdh&n currentlyxorpsh

cannot be used to show the information. In that case, theoppgpte system command should be used

instead (e.g., the UNIXetstat -gn~ command).

Theshow mfea interface command can be used to display information about MFEA |Ptetfiaces:

user@hostname> show nfea interface

Interface State Vif/Pifindex Addr Flags

dcO UP 0/6 10.4.0.1 MULTICAST BROADCAST KERN_UP

dc2 UpP 1/8 10.3.0.2 MULTICAST BROADCAST KERN _UP

register  _vif UP 2/6 10.4.0.1 PIM _REGISTER KERNJP

Theshow mfea interface address command can be used to display information about MFEA IPv4

interface addresses:

user@hostname> show nfea interface address

Interface Addr Subnet Broadcast P2Paddr
dcO 10.4.0.1 10.4.0.0/24 10.4.0.255 0.0.0.0
dc2 10.3.0.2 10.3.0.0/24 10.3.0.255 0.0.0.0
register  _vif 10.4.0.1 10.4.0.1/32 10.4.0.1 0.0.0.0

The equivalent commands for IPv6 multicast forwarding are:

show mfea6 dataflow
show mfeab interface

show mfeab interface address
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Chapter 6

Unicast Routing

6.1 An Overview of Unicast Routing

To forward packets, a router maintains a forwarding tabl&kwholds routes indicating which neighboring
router a packet for a particular destination should be foded to. At the minimum, a route then consists of
a destinatiorsubnetand anexthop The destination subnet is usually represented as a baskliPsa and

a prefix-length in bits. For example, the subh28.16.64.0/24 has a prefix length of 24 bits, indicating
that the first 24 bits of this address identify the network irestion, and the last 8 bits identify hosts on
this subnet. Thus a route for this subnet would be used toaiahpackets for addresses 128.16.64.0 to
128.16.64.255 inclusive. The nexthop can be the IP addfesa&ighboring router, or it might indicate that
the route is for a subnet that is directly connected to thiseo

IP routers perforntiongest prefix matcforwarding. This means that a router might have more tharraute
that matches a destination address, and under such ciemurest it will use the route that has the longest
prefix. For example, if a router has two routes:

e Subnet:128.16.0.0/16, nexthop:10.0.0.1

e Subnet:128.16.64.0/24, nexthop:10.0.0.2

A packet destined fot28.16.0.1 would match the first route only, and so would be forwardetlt0.0.1.
However a packet destined fb28.16.64.1 would match both routes, and so would be forwardett6.0.2
because the second route has a longer prefix (24 is longef@)an

To be useful, a router needs to populate its forwarding tdboes this in three ways:

e Routes for directly connected subnets are automaticatiyred into the forwarding table.

e Routes may be configured via the router’s configuration fileaosnmand line interface. Such routes
are known astatic routes Static routes will be discussed in Chapter 7.

e Routes may be learned from another router via a routing pobt&uch routes are known dgnamic
routes
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6.1.1 Dynamic Routing

Many different routing protocols can supply dynamic roufBise dynamic routing protocols that are in most
common use are:

e Routing Information Protocol (RIP) . This is probably the simplest intra-domain routing proipc
and is often used on small networks.

Open Shortest Path First (OSPF) Used for intra-domain routing, often on large ISP networks

Integrated IS-IS. Used for intra-domain routing, often on large ISP netwofisnilar to OSPF.

IGRP: Used for intra-domain routing, typically in small to medisized networks. Cisco-proprietary.

Border Gateway Protocol (BGP) This is used for inter-domain routing.

Currently (July 2008), XORP supports RIP, OSPF and BGP. TIRe®SPF and BGP implementations are
discussed in Chapter 8, Chapter 9 and Chapter 10 respgciinghe future we plan to implement IS-IS as
well. In addition, there are also multicast routing protscavhich we will discuss in Chapter 13.

6.1.2 Administrative Distance

A router can run multiple routing protocols simultaneoushor example, we may use RIP to distribute
routes within our network, and BGP to learn external rouiessome situations this can lead to a router
learning the same route from more than one routing protdem .example, we might learn the two routes:

e Subnet: 128.16.64.0/24, nexthop: 192.150.187.1, learned from BGP via an external peering. AS
Path:123 567 987 .

e Subnet:128.16.64.0/24, nexthop:10.0.0.2, learned from RIP with metric 13

The longest prefix match rule doesn’t help us because thepeefijths are the same, and the metric used
for RIP is not directly comparable against the AS path lemgtany other attribute attached to a BGP route.
How then do we decide which route to take?

A XORP router uses the conceptadministrative distancéo determine which route wins. This concept is
the same as that used by Cisco routers. Basically each gautitocol has a configured “distance”, and if a
route is heard from two protocols, then the version with thaltest distance wins.

The built-in table of administative distances XORP uses is:

Directly connected subnets: 0
Static routes: 1
BGP, heard from external peer: 20
OSPF: 110
IS-IS (when implemented): 115
RIP: 120
BGP, heard from internal peer: 200
FIB2MRIB routes (XORP-specific, in MRIB only): 254
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Hence, in the example above, the route learned from BGP witlrefered.

Currently (July 2008), there is no way to modify these ddfadiministrative distances, but this capability
will be added in the future.

The administrative distances can be monitored using theabpeal mode commanshow route admin
distance ipv4 unicast

user@hostname> show route admin distance ipv4 unicast
Protocol Administrative distance
connected 0

static 1

eigrp-summary 5

ebgp 20

eigrp-internal 90

igrp 100

ospf 110

is-is 115

rip 120

eigrp-external 170

ibgp 200

fib2mrib 254

unknown 255

The operational command for monitoring the IPv6 unicastiadnative distances ishow route admin
distance ipv6 unicast . The operational commands for monitoring the multicast iathimative dis-
tances arghow route admin distance ipv4 multicast andshow route admin distance ipv6
multicast  for IPv4 and IPv6 respectively.

6.1.3 Route Redistribution

A common requirement is to redistribute routes betweeringudrotocols. Some examples might be:

e When interconnecting some subnets that are staticallydowith some subnets use RIP for dynamic
routing. Rather that configure the static routes and adiditip tell RIP to originate route adver-
tisements for the same subnets, it is simpler and less eromepo configure the router to simply
redistribute all the static routes into RIP.

e When a network uses RIP internally, and also uses BGP to péeitive rest of the Internet. One
solution would be to configure BGP at the border routes toimaig route advertisements for the in-
ternal subnets, but if a new subnet is added internally, theiborder routers also need to be correctly
modified. Instead we can simply configure the border routersdistribute RIP routes into BGP.

XORP is capable of performing such route redistributionisThgenerally configured using tireport and
export configuration statements. These terms are relative to thter’'s routing table, so if the directive
export static is added to the RIP configuration, then this indicates tht $tlould export all the static
routes to its neighbors via the RIP protocol.

While route redistribution is a powerful tool, it needs toused carefully. For example, redistributing BGP
routes into RIP at one router, and redistributing RIP routes BGP at another router, would cause all the
BGP routes to lose their original AS paths, and hence for natitie Internet to believe your AS is the best
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way to everywhere. In any event, it is rarely a good idea ttritige a large number of BGP routes into an
IGP because most IGPs simply do not cope well with large mgutbles.

In XORP route redistribution is implemented as part of thatirg policy framework (see Chapter 11 for
details).
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Chapter 7

Static Routes

7.1 Terminology and Concepts

A static route is a manually configured route. Static routélsnet automatically change if a link or neigh-
boring router fails. In general, static routes should oréyused for very simple network topologies, or to
override the behaviour of a dynamic routing protocol for abmumber of routes.

Static routes can be configured for IPv4 and IPv6. Each roaebe specified as to be used for unicast
forwarding, or as part of the multicast topology used by inatit routing, or both.

The termRIB refers to the router®outing Information BaseThis is the collection of all routes the router
has learned from its configuration or from its dynamic rogifimotocols. The RIB maintains separate collec-
tions of routes for IPv4 and IPv6. Within each of those cditets, the router also maintains separate route
tables for unicast routes and for multicast routes. Unicasties will be used to determine the forwarding
table used for unicast packet forwarding. Multicast rogi@sot directly determine the multicast forwarding
table, but instead are used by multicast routing protoaats &is PIM. PIM uses this to determine the RPF
(Reverse-Path Forwarding) informatfoneeded to route multicast control information that in tuetssup
the multicast forwarding tree. The part of tRéB used to contain multicast topology information is called
the Multicast RIBor MRIB.

1The RPF information represents the path back to a source.
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7.2 Configuration of Static Routes

When a static route is specified, it is necessary to indicateonly thedestination subneand next-hop
router, but also whether the route should be placed in theaghRIB or in the MRIB or both.

7.2.1 Configuration Syntax

The syntax for defining static routes is shown below.

protocols {
static  {

targetname:  text

disable: bool

route  IPv4-addr int(0..32) {
next-hop: IPv4-addr
metric: uint(1..65535)
qualified-next-hop IPv4-addr {

metric: uint(1..65535)

}

route  IPv6-addr int(0..128) {
next-hop: IPv6-addr
metric: uint(1..65535)
qualified-next-hop IPv6-addr {
metric: uint(1..65535)

}
}

mrib-route IPv4-addy int(0..32) {
next-hop: IPv4-addr
metric: uint(1..65535)
qualified-next-hop IPv4-addr {
metric: uint(1..65535)

}

}
mrib-route IPv6-addy int(0..128) {

next-hop: IPv6-addr

metric: uint(1..65535)

qualified-next-hop IPv6-addr {
metric: uint(1..65535)

}

}
interface-route IPv4-addy int(0..32) {

next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv4-addr
metric: uint(1..65535)
qualified-next-interface text {
qualified-next-vif text {
next-hop-router: IPv4-addr
metric: uint(1..65535)
}

}
}

continued overleaf....
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interface-route IPv6-addy int(0..128) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv6-addr
metric: uint(1..65535)
qualified-next-interface text {
qualified-next-vif text {
next-hop-router: IPv6-addr
metric: uint(1..65535)
}
}
}
mrib-interface-route IPv4-addy int(0..32) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv4-addr
metric: uint(1..65535)
qualified-next-interface text {
qualified-next-vif text {
next-hop-router: IPv4-addr
metric: uint(1..65535)
}
}
mrib-interface-route IPv6-addy int(0..128) {
next-hop-interface: text
next-hop-vif: text
next-hop-router: IPv6-addr
metric: uint(1..65535)
qualified-next-interface text {
qualified-next-vif text {
next-hop-router: IPv6-addr
metric: uint(1..65535)
}
}
}
}
}

The configuration parameters are used as follows:

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that BGP configuration is under phhetocols  node in the configuration.

static : the delimits the part of the router configuration that iswedl to configuring static routes.

targethame : this is the name for this instance of statmutes. It defaults tostatic _routes ”, and it
is not recommended that this default is overridden undenabusage scenarios.

disable : this takes the valugue orfalse , and determines whether any static routes are installed or
not 2. Setting it totrue has the same effect as deleting the whole static routes coafign, but
without losing what the old configuration actually was.

route : this specifies an unicast route to be installed in the RIBhe parameter is an IPv4 or IPv6
destination subnet expressed in the faddress/prefix-length

Eachroute : specification takes the following attributes:

2Note that prior to XORP Release-1.1, taeable flag was used instead dfsable
3Note that prior to the XORP Release-1.3, route4 and routgérsents were used for IPv4 and IPv6 routes respectively.
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next-hop : this specifies the IPv4 or IPv6 address (in case of IPv4 dé stination respectively)
of the nexthop router towards the destination subnétis mandatory.

metric : this specifies the routing metric or cost for this route.slainon-negative integer. The
metric for a static route is not directly used to decide whrighte to use, but may affect the
choice of routes for protocols such as BGP and PIM-SM thateotly use this information.
For example, BGP uses the IGP metric to the nexthop to deateelen alternative routes as
part of its decision process. As with all routing metricsyéo values indicate better routes. The
default is 1.

qualified-next-hop . this specifies an alternative nexthop router for the robte, with a
different metric. Typically it is used to install a backuptst route that will be used in case the
original next hop becomes unreachaldey(,the interface toward it is disabled, or the cable has
been disconnected).

Eachgqualified-next-hop : specification takes the following attributes:

metric : this specifies the routing metric or cost for this qualifiedte. It is a nhon-negative

integer. Typically its value is larger than the metric foe frimary next-hop. The default is
10.

mrib-route  : this specifies an multicast route to be installed in the Mattt RIB®. The parameter is
an IPv4 or IPv6 destination subnet expressed in the fadaress/prefix-lengthThis route will not
directly affect forwarding, but will be used by multicasutmg protocols such as PIM-SM to control
how multicast trees are formed.

An mrib-route  specification takes the same attributes asuge  specification.

interface-route : this specifies an unicast route to be installed in the RMBhe parameter is an IPv4
or IPv6 destination subnet expressed in the fawhdress/prefix-lengthTypically, this specification
will be used in wireless environment to install static reuiéere this router and next-hop router don’t
share the same subnet address on some (wireless) interface.

Eachinterface-route : specification takes the following attributes:
next-hop-interface : this specifies the name of the nexthop interface towarddels@nation
subnet. It is mandatory.
next-hop-vif . this specifies the name of the nexthop vif towards the dastin subnet. It is
mandatory.
next-hop-router . this specifies the IPv4 or IPv6 address (in case of IPv4 o8 iastination

respectively) of the nexthop router towards the destinasigbnet. The default is 0.0.0.0 or ::
(for IPv4 and IPv6 respectively).

metric : this specifies the routing metric or cost for this route. @& metric  for details. The
default is 1.

qualified-next-hop-interface . this specifies an alternative nexthop interface for the
route, but with a different metric. Typically it is used tcstall a backup static route that will be
used in case the original next hop becomes unreachable.

Eachqualified-next-hop-interface : specification takes the following attributes:

“Note that prior to the XORP Release-1.1, tfexthop attribute was used instead éxt-hop

®Note that prior to the XORP Release-1.3, mrib-route4 ant+route6 statements were used for IPv4 and IPv6 routesaespe
tively.

®Note that prior to the XORP Release-1.3, interface-routefliaterface-route6 statements were used for IPv4 and |6W&s
respectively.
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qualified-next-hop-vif . this specifies an alternative nexthop vif for the route, but
with a different metric.
Eachgqualified-next-hop-vif . specification takes the following attributes:
next-hop-router . this specifies the IPv4 or IPv6 address (in case of IPv4 06 IPv
destination respectively) of the nexthop router towarésdbstination subnet.

metric : this specifies the routing metric or cost for this qualifiedite. It is a non-
negative integer. Typically its value is larger than thenmdbr the primary next-hop.
The default is 10.

The mrib-interface-route specification is same as tierface-route specification, except
that it is used to configure routes that are to be installeerMulticast RIB.
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7.2.2 Example Configurations

protocols {
static  {
route 10.20.0.0/16 {
next-hop: 10.10.10.20
metric: 1
qualified-next-hop 172.17.0.2 {
metric: 10

}

}

route 2001:DB8:AAAA:20::/64 {
next-hop: 2001:DB8:10:10:10:10:10:20
metric: 1

}

mrib-route 10.20.0.0/16 {
next-hop: 10.10.10.30
metric: 1

}

mrib-route 2001:DB8:AAAA:20::/64
next-hop: 2001:DB8:10:10:10:10:10:30
metric: 1

}

interface-route 10.30.0.0/16 {

next-hop-interface: rl0

next-hop-vif: rl0

metric: 1

qualified-next-hop-interface rll
qualified-next-hop-vif rl1 {

metric: 10

}

}

interface-route 2001:DB8:AAAA:30::/64
next-hop-interface: rl0
next-hop-vif: rl0
metric: 1

}

mrib-interface-route 10.30.0.0/16
next-hop-interface: rll1
next-hop-vif: rll1
metric: 1

mrib-interface-route 2001:DB8:AAAA:30::/64
next-hop-interface: rll1
next-hop-vif: rll
metric: 1
}
}

}
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7.3 Monitoring Static Routes

IPv4 unicast static routes can be displayed using the commslow route table ipv4 unicast
static

user@hostname> show route table ipv4 unicast static
192.168.0.0/24 [static(1)/1]

> to 192.150.187.1 via fxp0/fxp0
192.168.1.0/24 [static(1)/1]

> to 192.150.187.2 via fxp0/fxp0

The information shown for each route not only indicates thiefigured information (network, nexthop and
metric), but also the interface and vif via which this routd ferward packets.

If the nexthop is not actually reachable, the route will netsmown by this command because there is not
current interface or vif.

IPv6 unicast static routes can be displayed using the commslaow route table ipv6 unicast
static

The Multicast RIB static routes can be displayed using tieroandshow route table ipv4 multicast
static andshow route table ipv6 multicast static for IPv4 and IPv6 respectively.
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Chapter 8

RIP and RIPng

8.1 Terminology and Concepts

The Routing Information Protocol (RIP) is the simplest asicrouting protocol in widespread use today.
RIP is very simple, both in configuration and protocol desigm it is widely used in simple topologies.
However, RIP does not scale well to larger networks, wherBlO& 1S-1S might be more appropriate.

There have been two versions of the RIP protocol. RIP versidates back to the early days of the Internet.
It is now historic, primarily because it does not supporsslass addressing which is necessary in today’s
Internet. XORP does not support RIPv1.

RIP version 2 introduces a subnet mask, which allows clssskeldressing. XORP completely supports
RIPv2, as specified in RFC 2453.

RIPng introduces IPv6 support. It is very similar to RIPvat tor IPv6 instead of IPv4.

RIP is a distance vector protocol, which means that whentarogceives a route from a neighbor, that route
comes with a distance metric indicating the cost associatddreaching the destination via that neighbor.
The router adds its metric for the link on which the route wexeived to the metric in the received route,
and then compares the route against its current best pdthttdestination. If the metric is lower, or if there
iS no current route to the destination, then the new routsyvand is installed in the router’s routing table.
If the route is simply an update of the previous best route the stored metric is updated, and the route’s
deletion timer is restarted. Otherwise the route is ignofefiodically, the router’s routing table is sent to
each of it's neighbors. Additionally, if a route changegrttthe new route is sent to each neighbor.

On reason why RIP is not good for large networks is that in demmpologies it is rather slow to conclude
that a route is no longer usable. This is because routers do@Wwill learn a route from each other all
the way around the loop, and so when a destination becomeaahable, the routing change will have to
propagate around the loop multiple times, increasing thegiocneach time until the metric reaches infinity,
when the route is finally removed. RIP uses a low value of 15fasty to reduce the time it takes to remove
old information.

A simple case of such a loop is two routers talking to eachrothiéer a destination becomes unreachable,
two routers may each believe the other has the best r@it. horizonis a scheme for avoiding problems
caused by including routes in updates sent to the router fwbioh they were learned. Thample split
horizonscheme omits routes learned from one neighbor in updat¢scstirat neighborSplit horizon with
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poisoned reversicludes such routes in updates, but sets their metricditotyn In general, it is advisable
to use split-horizon with poisoned reverse when using RIfhia significantly speeds convergence in many
scenarios.

8.1.1 Standards Supported

XORP RIP complies with the following standards:

RFC 2453 RIP version 2.
RFC 2082 RIP-2 MD5 Authentication.
RFC 2080 RIPng for IPv6.
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8.2 Configuring RIP

To run RIP it is sufficient to specify the set of interface$s and addressemferface  ,vif andaddress )
on which RIP is enabled. Eachidress to be used by RIP must be explicitly configured, and typically
metric will also be configured.

In addition, to originate routes via RIP, it is necessary de theexport command to export routes from
the router’s routing table via RIP. Theexport commands arguments are policy statements; see Chapter
11 for additional detais.

8.2.1 Configuration Syntax

protocols {
ip {
targetname:  text
export:  text
interface text {
vif  text {
address IPv4 {
metric:  uint
horizon: text

disable: bool
passive:  bool
accept-non-rip-requests: bool
accept-default-route: bool
route-timeout: uint
deletion-delay: uint
triggered-delay: uint
triggered-jitter: uint(0..100)
update-interval: uint
update-jitter: uint(0..100)
request-interval: uint
interpacket-delay: uint
authentication {
simple-password: text

md5 uint(0..255) {
password:  text

start-time: text(“YYYY-MM-DD.HH:MM™)
end-time: text(“YYYY-MM-DD.HH:MM™)
}
}
}
}
}
traceoptions {
flag {
all  {
disable: bool
}
}
}

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that RIP configuration is under thetocols  node in the configuration.

1Starting with XORP Release-1.2 policy is used to exportesiinto RIP with thexport ~ statement. Prior to XORP Release-
1.2 theexport statement was used with a different syntax.
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rip : this delimits the RIP configuration part of the XORP routenfiguration.

targethname : this is the name for this instance of RIP. It defaults tip “”, and it is not recommended
that this default is overridden under normal usage scemnario

export : this directive specifies an export policy statement (sesp@r 11).

interface  : this specifies a network interface that should be used byf&ilPouting. See Chapter 3
for details of interfaces. The interface must be configurethe interfaces part of the router
configuration.

Each interface can have multiple vifs configured:
vif : this specifies a vif that should be used by RIP for routinge Skapter 3 for details of vifs.

address : this specifies an IPv4 address that should be used by RIBUting. RIP will peer with other
routers on thisnterface/vif using thisaddress . The address must be a valid configured address
for this vif.

The parameters that can be specified for each address are:

metric : this specifies the metric or cost associated with routesived on this vif/address. The
metric is added to the cost in routes received before degidatween best routes to the same
destination subnetmetric should be an integer between 1 and 15. Note that 15 is regarded
as infinity as far as RIP is concerned. The sum of all the nsea@ross the entire RIP domain
should be less than 15.

horizon : this specifies how RIP deals with eliminating routes quicifter a path has failed.
Possible values aresfilit-horizon-poison-reverse ", “split-horizon ", and “none”.
The default issplit-horizon-poison-reverse and under normal circumstances should be

left unchanged.

disable : this takes the valugue or false , and determines whether RIP will exchange routes
via this vif/addres$. Setting this tarue allows routes received via an address to be temporarily
removed without deleting the configuration. The defaullise

passive : this takes the valugue orfalse , and determines whether RIP runs in passive mode
on this address. In passive mode, RIP will accept routesvest®n this address, but will not
advertise any routes to neighbors via this address. Theltéefdalse

accept-non-rip-requests . this takes the valueue or false . Normal RIPvV2 requests
for routing updates are multicast to all neighbors and smlifcom the RIP port. However for
monitoring purposes RIP also allows requests to be uniaastthen they can be sourced from
non-RIP ports. When this optiontisie , RIP will accept RIP requests from any UDP port. The
default istrue .

accept-default-route . this takes the valugrue or false , and indicates whether RIP
should accept a default route if it receives one from a RIghimr. The default ifalse

route-timeout . If no periodic or triggered update of a route from this néighhas been re-
ceived for this time interval, the route is considered tod‘ewpired? The default is 180 seconds,
and should not normally need to be changed.

2Note that prior to XORP Release-1.1, taeable flag was used instead dfsable
3Note that prior to XORP Release-1.3, tlmeite-expiry-secs statement was used insteadrofite-timeout
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deletion-delay . After a route has expired (the route has an infinite metacputer must keep
a copy of it for a certain time so it can have a reasonably cenfid that it has told its neighbors
that the route has expiréd This time interval determines how long the router mairgairpired
routes after their metric has reached infinity. The defaul20 seconds, and should not normally
need to be changed.

triggered-delay : When a router receives a modified route from a neighbor, ésdwt have
to wait until the next periodic update to tell the other ndigfs, but instead sends a trig-
gered updaté. After a triggered update is sent, a timer is set for a randuterval between
(triggered-delay - triggered-delay * triggered-jitter / 100) and(triggered-delay
+ triggered-delay * triggered-jitter / 100) . If other changes occur that would
trigger updates before the timer expires, a single upddtggered when the timer expires. The
default value otriggered-delay is 3 second, and should not normally need to be changed.

triggered-jitter : Seetriggered-delay for details. The defaultis 66 percenie(triggered-delay
would be in the interval [1..5] seconds), and should not radiymeed to be changed.

update-interval : A RIP router will typically tell its neighbors its entire uting table every 30
second$. To avoid self-synchronization of routing updates, thecisetime interval between
telling each neighbor about routing updates is randomtgrgd, with the delay chosen uni-
formly at random betweefupdate-interval - update-interval * update-jitter
/ 100) and(update-interval + update-interval * update-jitter / 100) . The
default forupdate-interval is 30 seconds, and should not normally need to be changed.

update-jitter : Seeupdate-interval for details. The default is 16 percentse(update-jitter
would be in the interval [25..35] seconds), and should notadly need to be changed.

request-interval : When a RIP router has no neighbors on a vif/address, it maggeally
send a request for a route update in case a neighbor appdaris timer determines how often
such a request is re-sent. The default value is 30 secondke tfmer’s value is 0, then the
periodic requests are not sent.

interpacket-delay : This specifies the default delay between back-to-back RtRegts when
an update is sent that requires multiple packets to bePsdrte default is 50 milliseconds, and
should not normally need to be changed.

authentication . This directive specifies the authentication mechanisnd tiseuthorise RIP
updates sent and received via this vif/faddress.
The authentication is configured by using one of the follguimutually-exclusive statements:
simple-password : this specifies the password used for plaintext authergitain this
viflfaddress.

md5: this specifies an MD5 authentication key. The parametdrei&ey ID and must be in the
interval [0, 255]. The MD5 authentication is configured byngsthe following statements:

password : this specifies the MD5 password for the specific key.

“Note that prior to XORP Release-1.3, tfueite-deletion-secs statement was used insteaddeletion-delay

>Note that prior to XORP Release-1.3, thiéggered-update-min-secs and triggered-update-max-secs
statements were used insteadrajgered-delay andtriggered-jitter

SNote that prior to XORP Release-1.3, tAble-announce-min-secs andtable-announce-max-secs statements
were used instead efpdate-interval andupdate-jitter

"Note that prior to XORP Release-1.3, tiadle-request-secs statement was used insteadefjuest-interval

8Note that prior to XORP Release-1.3, thimterpacket-delay-msecs statement was used instead of

interpacket-delay
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start-time . this specifies the start time when the key becomes active.fdimat is
“YYYY-MM-DD.HH:MM”. If it is empty, then the key should becme active immedi-
ately.
end-time : this specifies the end time when the key becomes inactive fdimat is
“YYYY-MM-DD.HH:MM”. If it is empty, then the key should neveexpire.
If there are multiple configured keys, the messages arentiittesl using each of the keys
that are valid for message generation.
traceoptions : this directive delimits the configuration of debugging drating options
for RIP.
flag : this directive is used to specify which tracing optionsemabled. Possible param-
eters are:
all : this directive specifies that all tracing options shouldebabled. Possible pa-
rameters are:
disable : this takes the valugue or false , and disables or enables tracing.
The default ifalse

Note that prior to XORP Release-1.2, the authenticatioffigoration statement used a different
format:

authentication {
type: text
password: text

8.3 Configuring RIPng

The configuration for RIPng is basically the same as for RI#) two exceptions:

e The addresses are IPv6 addresses with RIPng whereas th&ywéraddresses with RIPv2.

e Theauthentication directive is not available in RIPng, because RFC 2081 doespexify au-
thentication for RIPng.

88



8.3.1 Example Configurations

policy  {
policy-statement connected-to-rip {
term export  {
from {
protocol: "connected"
¥
then {
metric: 0
}
}
}
}
policy {
policy-statement static-to-rip {
term export  {
from {
protocol: "static"
}
then {
metric: 1
}
}
}
}
protocols {
rip |
/ = Redistribute connected and static routes */
export: "connected-to-rip,static-to-rip"
/+* Run on specified network interface addresses */
interface fxp0 {
vif fxp0
address 69.110.224.158 {
}
}
}
}
}

In the above configuration, RIP is configured to export rofweslirectly connected subnets and for routes
that are statically configured. The RIP metric advertisecbisfigured to be 0 for connected subnets and 1
for static routes.

RIP is configured on only one interface/vifc0/dcO ), with address 10.10.10.10. This router will send and
receive routes from any RIP neighbors that it discovers ahwtfiaddress.
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8.4 Monitoring RIP

RIP routes can be monitored using the operational mode cowima

show route table ipv4 unicast rip .

For each subnet, the nexthop router, the RIP metric, andntieeface/vif to reach the nexthop route are
shown.

user@hostname> show route table ipv4 unicast rip
172.16.0.0/24  [rip(120)/1]

> to 172.16.0.1 via dc0/dcO
172.16.1.0/24  [rip(120)/1]

> to 172.16.1.1 via dcl/dcl
172.16.2.0/24  [rip(120)/1]

> to 172.16.2.1 via dc2/dc2
172.16.3.0/24  [rip(120)/1]

> to 172.16.3.1 via dc3/dc3
192.150.187.0/25[rip(120)/1]

> to 192.150.187.112 via fxpO/fxp0

The operational command for monitoring the IPv6 unicasta®isshow route table ipv6 unicast
rip . The operational commands for monitoring the MRIB routeshow route table ipv4 multicast
rip andshow route table ipv6 multicast rip for IPv4 and IPv6 respectively.
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Chapter 9

OSPFv2 and OSPFv3

9.1 OSPF Terminology and Concepts

OSPF is the Open Shortest Path First protocol, it is one ofpgsaiple Interior Gateway Protocols (IGP)
the other being IS-IS. RIP is also an IGP however OSPF an& IgVe better scaling properties.

The initial OSPF specification is RFC 2328 OSPF Version 2 oPB&. This specification is specific to
IPv4. There is a later specification draft-ietf-ospf-ospfypdate-23.txt OSPF for IPv6, which happens to be
Version 3 or OSPFv3.

The specifications for OSPFv2 and OSPFv3 are fairly similarabvious difference is the handing of IPv4
and IPv6 addresses.

The XORP implementation of OSPF supports both OSPFv2 and~-@&SP

For consistency with our other protocols OSPFv2$pf4 and OPSFv3 i®spf6 in the configuration
files, thed in ospf4 refers to the IPv4 address family a6dn ospf6 refers to the IPv6 address family.

9.1.1 Key OSPF Concepts

As an Interior Gateway Protocol OSPF runs within a singleoAotmous System. One way that OSPF
achieves good scaling properties is to allow an AS to beigppditdistinct regions that OSPF calls areas. The
areas are structured in a two level hierarchy, &€r0.0 is special and is called trBRACKBONIrea.

All other areas must be connected to tBAACKBONEither directly or through virtual links.

A fundamental quantity in OSPF that describes topology aundirg information is the Link State Adver-
tisement (LSA). Every OSPF router within an area should lexaetly the same LSAs in its database. There
are different type of LSAs the base specification describmsté®-LSAs, Network-LSAs, Summary-LSAs
and AS-external-LSAs.

The OSPF protocol has explicit support for introducing esurom other protocols, these routes are intro-
duced via AS-external-LSAs. For example, routes from a RéRcccan be introduced into OSPF and will
appear as AS-external-LSAs.

Areas in OSPF can be one of three different typasnal , stub andNot-So-Stubby . TheBACKBONE
is alwaysnormal . AllLSAs in OSPF are flooded only within an area, the excepigdhe AS-external-LSA
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that can be flooded between airmal areas.

OSPF routers are categorised into four overlapping catgyan internal router whose interfaces are all in
one area, an area border routABBR) that has interfaces in more than one area, a backbone thatenas
an interface to thBACKBONENd an AS boundary router that introduces routes from ottzeogols.

An AS boundary router can be configuredrnaormal andNot-So-Stubby areas. In anormal area

the AS boundary router generates an AS-external-LSA th#ibdgled to all othemormal areas. In a
Not-So-Stubby  an AS boundary router generates a Type-7 LSA thay be translated at a area border
router to an AS-external-LSA, which will be flooded to abrmal areas. An AS-external-LSA is never
flooded into astub or Not-So-Stubby  area. The different types of areas exist to limit the numlfer o
LSAs in a particular area, for examplesmb area may have a small number of internal routes and default
routes to theABRs.

9.2 Standards

XORP OSPF complies with the following standards:

RFC 2328 OSPF Version 2
draft-ietf-ospf-ospfv3-update-23.txt OSPF for IPv6
RFC 310X The OSPF Not-So-Stubby Area (NSSA) Option
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9.3 Configuring OSPF

9.3.1 Configuration Syntax

The configuration syntax for XORP OSPFv2 is given below.

protocols {
ospfd  {
targetname:  text
router-id: IPv4
rfc1583-compatibility: bool,
ip-router-alert: bool

traceoptions {
flag {
all {
disable: bool
}
}
}

area IPv4 {
area-type: text

default-Isa {
disable: bool
metric: uint(0.. Ox(ffffff)

}

summaries  {
disable: bool

}

area-range  IPv4Net {
advertise: bool

}

virtual-link IPv4 {
transit-area: ipv4
hello-interval: uint(1..65535)
router-dead-interval: uint(1..65535)
retransmit-interval: uint(1..65535)
transit-delay: uint(0..3600)
authentication {

simple-password: text

md5 uint(0..255) {
password:  text

start-time: text(“YYYY-MM-DD.HH:MM™)
end-time: text(“YYYY-MM-DD.HH:MM”)
max-time-drift: uint(0..65535)

}

}
}

continued overleaf....
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}

}

interface text {

link-type: text
vif  text {
address IPv4 {
priority: uint(0..255)
hello-interval: uint(1..65535)
router-dead-interval: uint(1..4294967295)
interface-cost: uint(1..65535)
retransmit-interval: uint(1..65535)
transit-delay: uint(0..3600)
authentication {
simple-password: text

}
}
}
}

import:
export:

md5 uint(0..255) {
password:  text
start-time: text(“YYYY-MM-DD.HH:MM")
end-time: text(“YYYY-MM-DD.HH:MM™)
max-time-drift: uint(0..65535)
}
}

passive {
disable: bool
host:  bool

}

neighbor  IPv4{
router-id: IPv4

}

disable: bool

text
text
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The configuration syntax for XORP OSPFv3 is given below.

protocols {
ospfé  {
targetname: text
router-id: IPv4
ip-router-alert: bool

traceoptions {
flag {
all  {
disable: bool
}

}
}

area IPv4 {
area-type: text

default-Isa {
disable: bool
metric: uint(0.. Oxffffff)

}

summaries {
disable: bool

}

area-range  IPv6Net {
advertise: bool

}

virtual-link IPv4 {
transit-area: ipvd
hello-interval: uint(1..65535)
router-dead-interval: uint(1..65535)
retransmit-interval: uint(1..65535)
transit-delay: uint(0..3600)

}

interface text {
link-type: text

vif  text {

address IPv6 {
disable: bool
}
priority: uint(0..255)
hello-interval: uint(1..65535)
router-dead-interval: uint(1..4294967295)
interface-cost: uint(1..65535)
retransmit-interval: uint(1..65535)
transit-delay: uint(0..3600)
passive:  text
neighbor  IPv4{
router-id: IPv4
}
disable: bool
}
}
}
}

import:  text
export:  text

}

}
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The OSPFv2 and OSPFv3 configurations are practically elgmivavith the following exceptions:

e OSPFv3 does not support authentication in the protocdf.itse

e OSPFV2 supports a single address per interface/vif, thierefll parameters are set below the address
node.

e OSPFv2 before release 1.5 the passive keyword was a b@haw a directive, previously this would
set the interface into lookback and advertise a host roueeSelease 1.5 the default behaviour is to
advertise the network not the host route.

e OSPFv2 supports a configuration optidnl583-compatibility , which changes the prefer-
ence rules when choosing among multiple AS-external-LSAgdising the same destination.

e OSPFv3 supports multiple addresses per interface/vifetbee parameters are set below the vif node.

e OSPFv3 does not require any addresses to be configured im wase it will advertise all global
addresses configured on the interface/vif. If any addremsesonfigured in OSPFv3 then only those
addresses will be advertised. If it is required that no asklre should be advertised then configuring
an address and disabling it, will stop any global addreseegyladvertised.

e OSPFv3inrelease 1.4 required that a link local addressniigraged on any interface/vif on which it
is configured to run.

The configuration parameters are used as follows:

protocols : This delimits the configuration for all routing protocotsthe XORP router configuration.
It is mandatory that OSPF configuration is underghmocols  node in the configuration.

ospf4 : This delimits the OSPFv2 configuration part of the XORP eowgbnfiguration.
ospf6 : This delimits the OSPFv3 configuration part of the XORP eowgbnfiguration.

targethame : This is the name for this instance of OSPF. It defaultsospfv2 ”, and it is not recom-
mended that this default is overridden under normal usagessios.

router-id  : This is a unique four octet ID within the Autonomous Systefthe numerically small-
est IP address of an interface belonging to the router is d gboice. The required format of the
router-id is a dotted-decimal IPv4 address.

ip-router-alert : This takes the valugue orfalse . The default state ifalse , if set totrue the
IP router alert option will be placed in all transmitted peisk

traceoptions : This directive if present will enable all tracing.

area : This delimits an area in which multiple virtual links andérfaces can be configured. Thea
directive take an area identifier parameter, which by caiwens specified as a dotted-decimal IPv4
address.
area-type : Thisis the type of the areaprmal , stub ornssa.

default-lsa . This directive if present is affective f@tub or nssa areas only. If the router is
an Area Border Router, then a default-Isa will be introduicgd this area.
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metric : This is the metric in the default-Isa.

disable : This takes the valugue orfalse . The default setting ifalse it can be set to
true to disable the sending of the default-Isa.

summaries : This directive if present is affective fatub or nssa areas only. If the router is an
Area Border Router, then this option controls the introgucof Summary-LSAs into the area.

disable : This takes the valugue orfalse . The default setting ifalse it can be set to
true to disable the sending of Summary-LSAs.

area-range : If the router is an Area Border Router the IPv4 network definew to summarize
this area into other areas.

advertise : This takes the valugue orfalse . The default setting isue it can be setto
false to disable the sending of Summary-LSAs.

virtual-link : This is therouter-id of the router with which a virtual link should be formed.

Virtual links can only be configured in tHRACKBONRrea. The format of the parameter is a
dotted-decimal IPv4 address.

transit-area : This is the transit area through which the virtual link isnfed.
hello-interval : This is the time in seconds between sending hello packets.

router-dead-interval : This is the time in seconds to wait before considering ameig

bor dead. If no hello packets are seen from the neighbor intittme then it is considered
dead.

retransmit-interval : This is the time in seconds between retransmitting vanmack-
ets, such as link state update packets or link state reqaekefs.

authentication : This directive specifies the authentication mechanisni ts@uthorise
OSPF updates sent and received via this vif/faddress.

The authentication is configured by using one of the follgvnutually-exclusive state-
ments:

simple-password : this specifies the password used for plaintext autheiditain
this vif/address.
md5: this specifies an MD5 authentication key. The parametdraskey ID and must be

in the interval [0, 255]. The MD5 authentication is configiilgy using the following
statements:

password : this specifies the MD5 password for the specific key.

start-time : this specifies the start time when the key becomes active farmat
is “YYYY-MM-DD.HH:MM”. If it is empty, then the key should beome active
immediately.

end-time : this specifies the end time when the key becomes inactive farmat is
“YYYY-MM-DD.HH:MM”. If it is empty, then the key should neveexpire.

max-time-drift . this specifies the maximum time drift (in seconds) among all
OSPF routers. The allowed values are in the interval [0, Bb5% the value is
65535, the time drift is unlimited. The purpose of this stad@t is to decide when to
start accepting the MD5 keys in case other routers’s clooksiat syncronized and
have started to generate messages with a particular key:

KeyStartAccept = KeyStartGenerate - MaxTimeDrift
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KeyStopAccept = KeyStopGenerate + MaxTimeDrift

If there are multiple configured keys, among the keys thavalid for message genera-
tion, the one with the most recestart-time (and the largest key ID as a tie breaker)
would be used to generate the messages.

interface  : This specifies a network interface that should be used byFOBProuting. See
Chapter 3 for details of interfaces. The interface must Indigored in thanterfaces  part of
the router configuration.

link-type  : This specifies the type of the linkyoadcast , p2p (Point-to-Point) omp2m
(Point-to-Multipoint).

vif : This specifies a vif that should be used by OSPF for routinge Shapter 3 for
details of vifs.

address : This specifies an IPv4 address that should be used by OSR6&Uiimg.
OSPF will peer with other routers on thigerface/vif using thisaddress . The
address must be a valid configured address for this vif.
The parameters that can be specified for each address are:

priority : This is the priority used to select the Designated Routerlwnadcast
ornbmallink-type . The priorities range from 0 to 255. If a value of 0 is choosen
this router will not be a candidate to become the Designataddr

hello-interval : This is the time in seconds between sending hello packets.

router-dead-interval : This is the time in seconds to wait before consider-
ing a neighbor dead. If no hello packets are seen from thehhergin this time
then it is considered dead.

interface-cost : The cost for this address that is placed in the Router-LSA.

retransmit-interval . This is the time in seconds between retransmitting
various packets, such as link state update packets or g stquest packets.

transit-delay . The time to transmit an LSA on this address, this value is
added to the age field of all LSAs.

authentication . This directive specifies the authentication mechanisnd use
to authorise OSPF updates sent and received via this vi#add
The authentication is configured by using same configuratiatements as those
in case of virtual links (see thdrtual-link configuration statement above).

passive : This directive if present enables loopback mode (appesrediease
1.5). Can be explicitly disabled by settidgsable totrue . The default is to
send a network not a host route, setthmgst to true will send a host route to
reproduce the pre 1.5 release behaviour.

neighbor : This allows neighbors to be configured flotk-type s of p2p or
p2m. The parameter is the IPv4 address of the neighbor. rditer-id of the
neighbor must also be configured.

disable : This takes the valugrue or false . The default setting ifalse
it can be set tarue to disable OSPF on this address without removing all the
configuration.
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9.3.2 Example Configurations

protocols {
ospfd  {
router-id: 10.10.10.10

area 0.0.0.0 {

interface dcO {
vif dcO
address 10.10.10.10 {
}
}
}

This configuration is an example of the minimal possible cpmfition. OSPFV2 is running in tiBACKBONE

area, on a single interfacel/vif theuter-id

is set to the interface/vif address.

protocols {
ospfé  {
router-id: 10.10.10.10

area 0.0.0.0 {
interface dcO {
vif dc0  {

This configuration is an example of the minimal possible cpmfition. OSPFv3is running in tiBACKBONE

area, on a single interface/vif theuter-id

is set to an an IPv4 address owned by the router.
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9.4 Clearing OSPF database

It may be necessary to drop all adjacencies and clear the @&BBase. After the clear command is run the
OSPF database will only contain the LSAs of the router itaatf all adjacencies will have been removed.

user@hostname> cl ear ospf4 dat abase
Or:
user@hostname> cl ear ospf6 database

100



9.5 Monitoring OSPF

On arouter running OSPF, the OSPF routing state can be gesplesing theshow ospf4 or show ospf6
operational-mode command. Examples are given below oflaspfimands equivalent ospf6 commands are
available. Information is available about the per area L8fadases and the status of OSPF adjacencies.

As always, command completion usirgfAB > or ? will display the available sub-commands and parame-
ters:

user@hostname> show ospf4 ?

Possible completions:
database Show LSA database
neighbor Show Neighbors
| Pipe through a command

The show ospf4 database  command will display information about the LSAs in the daisd Many
optional parameters are available to narrow the searchedfpLSA type or to an area. The optional
parameterdetail  will print more information about a LSA. The optional paraeresummary prints a
count of the LSAs.

user@hostname> show ospf4 dat abase ?
Possible completions:
<[Enter]> Execute this command
area Show LSA database
asbrsummary Show Summary-LSA (AS boundary router) databas e
brief Display brief output (default)
detail Display detailed output
external Show External-LSA database
netsummary Show Summary-LSA (network) database
network Show Network-LSA database
nssa Show NSSA-LSA database
router Show Router-LSA database
summary Display summary output
| Pipe through a command
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Theshow ospf4 database

command with no modifiers will show all LSA types in all areas:

user@hostname> show ospf4 dat abase

OSPF link state database, Area 0.0.0.0

Type ID Adv Ritr Seq Age
Router x*192.150.187.112 192.150.187.112 0x8000018f 1444 0x2
Network 192.150.187.99 192.150.187.99 0x80000054 167 0x2
SummaryN-172.16.0.0 192.150.187.112 0x80000188 1453 0x2
SummaryN-172.16.1.0 192.150.187.112 0x80000188 1453 0x2
SummaryN-172.16.2.0 192.150.187.112 0x80000188 1453 0x2

Router 192.150.187.99 192.150.187.99 0x80000e76 167 0x22
Router 192.150.187.5  192.150.187.5  0x800004a6 983 0x2
Router 192.150.187.108 192.150.187.108 0x80000301 598 O0Ox

ASExt-2 172.16.0.0 192.150.187.5
OSPF link state database, Area 0.0.0.13
Type ID Adv Ritr Seq Age
Router  *192.150.187.112 192.150.187.112 0x80000001 1454 0x2
SummaryN-192.150.187.0  192.150.187.112 0x80000001 1443 0x2
SummaryN«172.16.1.0 192.150.187.112 0x80000001 1453 0Ox2
SummaryNs172.16.2.0 192.150.187.112 0x80000001 1453 0x2
SummaryR 192.150.187.5  192.150.187.112 0x80000001 1443 0x2
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 O0x2
OSPF link state database, Area 0.0.0.2

Type ID Adv Ritr Seq Age
Router  *192.150.187.112 192.150.187.112 0x80000001 1454 0x2
SummaryN« 192.150.187.0  192.150.187.112 0x80000001 1443 0x2
SummaryNs172.16.0.0 192.150.187.112 0x80000001 1453 0x2
SummaryN« 172.16.2.0 192.150.187.112 0x80000001 1453 0x2
SummaryRs192.150.187.5  192.150.187.112 0x80000001 1443 0x2
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 O0x2
OSPF link state database, Area 0.0.0.3

Type ID Adv Ritr Seq Age
Router  *192.150.187.112 192.150.187.112 0x80000001 1454 0x2
SummaryN-192.150.187.0  192.150.187.112 0x80000001 1443 0x2
SummaryN« 172.16.0.0 192.150.187.112 0x80000001 1453 0x2
SummaryN172.16.1.0 192.150.187.112 0x80000001 1453 0x2
SummaryRx 192.150.187.5  192.150.187.112 0x80000001 1443 0x2
ASExt-2 172.16.0.0 192.150.187.5  0x800003a9 990 O0x2

0x800003a9 990 0x2

Opt Cksum Len
0x9d 24 36
2 0x7c63 40
0x9df5 28
0x92ff 28
0x870a 28
0xddf7 36
0x4 0a8 36
2 0xb9al 36
0x77c 1 36
Opt Cksum Len
0x8a 03 36
Ox4ef6 28
Oxad76 28
0x9980 28
Oxbb4 2 8
0x77c 1 36
Opt Cksum Len
0x93 f8 36
Ox4ef6 28
Oxaféc 28
0x9980 28
Oxbb4 2 8
0x77c 1 36
Opt Cksum Len
0x9c ee 36
Ox4ef6 28
Oxaf6c 28
0xa476 28
Oxbb4 2 8
0x77c 1 36

Theshow ospf4 neighbor

command will show state of adjacencies:

user@hostname> show ospf4 neighbor

Address Interface State ID Pri Dead
192.150.187.5  fxp0/fxp0 Full 192.150.187.5 150 34
192.150.187.99 fxpO/fxp0 Full 192.150.187.99 128 34
192.150.187.108 fxpO0/fxp0 TwoWay  192.150.187.108 128 34
192.150.187.78  fxp0/fxp0 Down 0.0.0.78 0O 0
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The show ospf4 neighbor detail command will show state of adjacencies with extra detaihsas
the Designated Router and the time the adjacency has been up:

user@hostname> show ospf4 neighbor detall

Address Interface State ID Pri Dead
192.150.187.5  fxpO/fxp0 Full 192.150.187.5 150 33
Area 0.0.0.0, opt 0x2, DR 192.150.187.99, BDR 192.150.187. 5
Up 54:09:26, adjacent 54:09:16

192.150.187.99  fxp0/fxp0 Full 192.150.187.99 128 38
Area 0.0.0.0, opt 0x2, DR 192.150.187.99, BDR 192.150.187. 5
Up 54:09:26, adjacent 54:09:16

192.150.187.108 fxpO0/fxp0 TwoWay  192.150.187.108 128 33
Area 0.0.0.0, opt 0x2, DR 192.150.187.99, BDR 192.150.187. 5
Up 54:09:26

192.150.187.78  fxp0/fxp0 Down 0.0.0.78 0 o0
Area 0.0.0.0, opt O, DR 0.0.0.0, BDR 0.0.0.0

Up 14:47:32
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Chapter 10

BGP

10.1 BGP Terminology and Concepts

BGP is the Border Gateway Protocol, which is the princip&rmiaomain routing protocol in the Internet.

BGP version 4 is specified in RFC 4271, XORP BGP is compliatt wie new RFC. Earlier versions of

BGP are now considered historic. XORP implements what isvknas BGP4+. This is the core BGP-4
protocol, plus the multiprotocol extensions needed togdBi/6 traffic and to provide separate topology
information for multicast routing protocols to that used @imicast routing.

A complete description of BGP is outside the scope of thisumfrbut we will mention a few of the main
concepts.

10.1.1 Key BGP Concepts

The main concept used in BGP is that of the Autonomous Syste®S for short. An AS corresponds to
a routing domain that is under one administrative authoaityl which implements its own routing policies.
BGP is used in two different ways:

e EBGP is used to exchange routing information between reuket are in different ASes.

e IBGP is used to exchange routing information between rgoutieat are in the same AS. Typically
these routes were originally learned from EBGP.

Each BGP route carries with it an AS Path, which essentialtprds the autonomous systems through which
the route has passed between the AS where the route wasatljigidvertised and the current AS. When a
BGP router passes a route to a router in a neighboring ASejtgmds its own AS number to the AS path.
The AS path is used to prevent routes from looping, and alsdeaused in policy filters to decide whether
or not to accept a route.

When a route reaches a router over an EBGP connection, ther foat decides if this is the best path to the
destination, based on a complex decision process and loliey ponfiguration. If the route is the best path,
the route is passed on to all the other BGP routers in the samaid using IBGP connections, as well as
on to all the EBGP peers (as allowed by policy).
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When a router receives a route from an IBGP peer, if the ralgerdes this route is the best route to the
destination, then it will pass the route on to its EBGP peleus,it will not normally pass the route onto

another IBGP peer. This prevents routing information lagpwithin the AS, but it means that by default
every BGP router in a domain must be peered with every othd? Bf@ter in the domain.

Of course such a full mesh of configured BGP peerings doescat# svell to large domains, so two tech-
niques can be used to improve scaling:

e Confederations.

e Route Reflectors.

BGP peerings are conducted over TCP connections which reusinually configured. A connection is an
IBGP peering if both routers are configured to be in the sameof{ferwise it is an EBGP peering.

Routers typically have multiple IP addresses, with at least for each interface, and often an additional
routable IP address associated with the loopback intérfadghen configuring an IBGP connection, it is
good practice to set up the peering to be between the IP addres the loopback interfaces. This makes
the connection independent of the state of any particutarface. However, most EBGP peerings will be
configured using the IP address of the router that is directhnected to the EBGP peer router. Thus if the
interface to that peer goes down, the peering session wil @b down, causing the routing to correctly fail
over to an alternative path.

10.2 Standards

XORP BGP complies with the following standards:

RFC 4271 A Border Gateway Protocol 4 (BGP-4).

RFC 3392 Capabilities Advertisement with BGP-4.
draft-ietf-idr-rfc2858bis-03.txt : Multiprotocol Extensions for BGP-4.

RFC 2545 Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Dom&outing.
RFC 1997 BGP Communities Attribute.

RFC 2796 BGP Route Reflection - An Alternative to Full Mesh IBGP.

RFC 3065 Autonomous System Confederations for BGP.

RFC 2439 BGP Route Flap Damping.

RFC 4893 BGP Support for Four-octet AS Number Space.

RFC 1657 Definitions of Managed Objects for the Fourth Version of Bueder Gateway Protocol (BGP-
4) using SMIv2.

INote: 127.0.0.1 isotroutable.
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10.3 Configuring BGP

10.3.1 Configuration Syntax

The configuration syntax for XORP BGP is given below.

protocols {
bgp {
targetname:  text
bgp-id: IPv4
enable-4byte-as-numbers: bool
local-as: int(1..65535)

route-reflector text {
cluster-id: IPv4
disable: bool

}

confederation {
identifier: int
disable: bool

}

damping {
half-life: int
max-suppress: int
reuse: int
suppress: int
disable: bool

}

peer text {
local-ip: IPv4
as: int(1..65535)
next-hop: IPv4
next-hop6: IPv6

local-port: int(1..65535)
peer-port: int(1..65535)
holdtime: uint
delay-open-time: uint
client: bool
confederation-member: bool
prefix-limit {
maximum: uint
disable: bool
}
disable: bool
ipv4-unicast: bool
ipv4-multicast: bool
ipv6-unicast: bool
ipv6-multicast: bool

The configuration parameters are used as follows:

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that BGP configuration is under phetocols  node in the configuration.

bgp: this delimits the BGP configuration part of the XORP routnftguration.

targetname : this is the name for this instance of BGP. It defaultskigg”, and it is not recommended
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that this default is overridden under normal usage scemario

bgp-id : this is the BGP identifier for the BGP instance on this rauters typically set to one of the
router’'s IP addresses, and it is normally required thatithigobally unique. The required format of
the BGP ID is a dotted-decimal IPv4 address, as mandateceld @ specification. This is required
even if the router only supports IPv6 forwarding.

enable-4byte-as-numbers : by default AS numbers are 16-bit integers (0..65535). Emgliour-
byte AS numbers (RFC 4893) allows BGP to negotiate the ussuoftiyte AS numbers with its peers.
This should only be enabled on a routealif the other routers in the same AS also enable it. Peers in
otherASs do not need to support this, as BGP negotiates the repagisa with each peer and uses a
backwards compatible format when it encounters an old peer.

local-as : this is the autonomous system number for the AS in whichrthiser resides. Any peers of
this router must be configured to know this AS number - if thier@ mismatch, a peering will not be
established. By default, it is a 16-bit integer.

If four-byte AS numbers have been configured by settingble-4byte-as-numbers , then the
local AS number can be a four-byte AS number. The canonical for four-byte AS numbers is.y
wherez andy are both integers in the range 0..65535.

route-reflector : this allows BGP to be configured as a Route Reflector. A peebeaconfigured
as a client in the peer configuration.

cluster-id : All Route Reflectors in the same cluster should have the dameébyte cluster id.
The required format is dotted-decimal IPv4 address.

disable : This takes the valugue orfalse . The default state ifalse , it allows Route Reflec-
tion to be disabled without removing the configuration.

confederation : this allows BGP to be configured as a confederation membpeeh can be configured
as a confederation-member in the peer configuration.

identifier : The autonomous system number that the confederation vsrkbg, by non confed-
eration members.

disable : Thistakes the valugue orfalse . The default state ilse , it allows confederations
to be disabled without removing the configuration.

peer : this delimits the configuration of a BGP peering assoamtidith another router. Most BGP routers
will have multiple peerings configured. Theer directive takes a parameter which is the peer iden-
tifier for the peer router. This peer identifier should notgnbk the IPv4 unicast address of the router
we are peering with. The syntax allows it to be the domain rzaofi¢he peer router for convenience,
but this isnotrecommended in production settings.

For IBGP peerings the peer identifier will normally be an I”reds bound to the router’s loopback
address, so it is not associated with a specific interfacaning that the peering will not go down if
a single internal interface fails.

For EBGP peerings, the peer identifier will normally be theatRiress of the peer router on the
interface over which we wish to exchange traffic, so thatefititerface goes down, the peering will
drop.

For each configuregeer , the following configuration options can be specified:
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local-ip  : This is the IP address of this router that we will use for B@Rnections to this peer.
It is mandatory to specify, and must be the same as the IP ssldomfigured on the peer router
for this peering.

as: this gives the AS number of this peer. This must match the A@ber that the peer itself
advertises to us, or the BGP peering will not be establisBgdiefault it is a 16-bit integer, and
it is mandatory to specify.
If four-byte AS numbers have been configured by setgngble-4byte-as-numbers ,
then the peer AS number can be a four byte AS number. The aaidarm for four-byte AS
numbers isc.y wherex andy are both integers in the range 0..65535.

next-hop : this is the IPv4 address that will be sent as the nexthograddress in routes that we
send to this peer. Typically this is only specified for EBGRi®ys.

next-hop6 : this is the IPv6 address that will be sent as the nexthoperaddress in routes that
we send to this peer. Typically this is only specified for EB&erings.

local-port . by default, BGP establishes its BGP connections over a TaZiRexrtion between
port 179 on the local router and port 179 on the remote roulke local port for this peer-
ing can be changed by modifying this attribute. This musthHesedame as the corresponding
remote-port  on the remote peer router or a connection will not be estadilis

peer-port : The port for this peering on the remote router can be chaiyechodifying this
attribute. See alsdocal-port

holdtime : This is the holdtime BGP should use when negotiating thexection with this peer.
If no message is received from a BGP peer during the negdtraidtime, the peering will be

shut down.

prefix-limit : A peering can be configured to be torn down if thaximum number of prefixes
is exceeded.

delay-open-time : This is a time in seconds to wait before sending an OPEN rgessme the

TCP session is established. This option is to allow the megend the first OPEN message. The
default setting is zero.

client : This takes the valugue orfalse , it only has meaning if BGP is configured as a Route
Reflector. If set tarue the peer is a Route Reflector client.

confederation-member . This takes the valugue or false , it only has meaning if BGP is
configured as a confederation member. If setie the peer is a confederation member.

disable : This takes the valugue orfalse , and indicates whether the peering is currently dis-
abled. This allows a peering to be taken down temporariljeuit removing the configuratioh

ipv4-unicast : This takes the valugue orfalse , and specifies whether BGP should negotiate
multiprotocol support with this peer to allow IPv4 unicastites to be exchanged. It is enabled
by default.

ipv4-multicast : This takes the valuue orfalse , and specifies whether BGP should nego-

tiate multiprotocol support with this peer to allow sepanaiutes to be used for IPv4 unicast and
IPv4 multicast. Normally this would only be enabled if PIMASnulticast routing is running on
the router.

ipv6-unicast : This takes the valugue orfalse , and specifies whether BGP should negotiate
multiprotocol support with this peer to allow IPv6 unicastites to be exchanged.

Note that prior to XORP Release-1.1, tagable flag was used instead dfsable

109



ipv6-multicast : This takes the valugue orfalse , and specifies whether BGP should nego-
tiate multiprotocol support with this peer to allow IPv6 riceast routes to be exchanged sepa-
rately from IPv6 unicast routes. It is possible to enablebIRwlticast support without enabling
IPv6 unicast support.

10.3.2 Example Configurations

protocols {
bgp {
bgp-id: 128.16.32.1
local-as: 45678

peer 192.168.150.1 {
local-ip: 128.16.64.4
as: 34567
next-hop: 128.16.64.4
holdtime: 120

/= IPv4 unicast is enabled by default */
ipv4-unicast: true

/ = Optionally enable other AFI/SAFI combinations */
ipv4-multicast: true

ipv6-unicast: true

ipv6-multicast: true

This configuration is from a BGP router in AS 45678. The rottes a BGP identifier of 128.16.32.1, which
will normally be one of the router’s IP addresses.

This router has only one BGP peering configured, with a pedPaddress 192.168.150.1. This peering
is an EBGP connection because the peer is in a different AS6{B4 This router’s IP address used for this
peering is 128.16.64.4, and the router is also configuredtttihe next hop router field in routes it advertises
to the peerto be 128.16.64.4. Setting local-ip and nextthte the same is common for EBGP connections.
The holdtime for the peering is configured to be 120 secondshle precise value of the holdtime actually

used depends on negotiation with the peer. In addition td lifncast routing, which is enabled by default,

this peering is configured to allow the sending an receivin®w4 multicast routes and IPv6 unicast routes.

This router is also configured tariginate routing advertisements for two subnets. These subnetstiinégh
directly connected, or might be reachable via IGP routing.

The first advertisement this router originates is for suli8.16.16/24, reachable via both unicast and
multicast. The nexthop specified in 128.16.64.1, and thistrbe reachable via other routes in the routing
table, or this advertisement will not be made. If this rodtad any IBGP peerings, then the BGP route
advertised to those peers would indicate that 128.16.M8&4eachable via next hop 128.16.64.1. However
in this case the only peering is an EBGP peering, and the rogxirhall routes sent to that peer is set to
128.16.64.4 according to tmexthop directive for the peering.

The second advertisement is for an IPv6 route, configuree teshble only by IPv6 unicast traffic.

110



10.4 Monitoring BGP

On a router running BGP, the BGP routing state can be disglageng theshow bgp operational-mode
command. Information is available about the status of BGRipgs and about the routes received and used.
In the 1.0 release, the set of commands is fairly limited, witidoe increased in future releases to provide
better ways to display subsets of this information.

As always, command completion usirgrAB > or ? will display the available sub-commands and parame-

ters:

user@hostname> show bgp ?

Possible completions:
peers Show BGP peers info
routes Print BGP routes
| Pipe through a command

Theshow bgp peers command will display information about the BGP peeringd tieve been config-

ured. It supports the optional paramedetail

to give a lot more information:

user@hostname> show bgp peers ?
Possible completions:
<[Enter]>
detail
| Pipe through a command

Execute this command

Show detailed BGP peers info

By itself, show bgp peers provides a short list of the peerings that are configuredsjrective of whether

the peering is in established state or not:

user@hostname> show bgp peers

Peer 1: local 192.150.187.112/179 remote 69.110.224.158/ 179
Peer 2: local 192.150.187.112/179 remote 192.150.187.2/1 79
Peer 3: local 192.150.187.112/179 remote 192.150.187.78/ 179
Peer 4: local 192.150.187.112/179 remote 192.150.187.79/ 179
Peer 5: local 192.150.187.112/179 remote 192.150.187.109 /179
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The commandhow bgp peers detail will give a large amount of information about all the peegng

user@hostname> show bgp peers detail
Peer 1: local 192.150.187.112/179 remote 69.110.224.158/ 179
Peer ID: none
Peer State: ACTIVE
Admin State: START
Negotiated BGP Version: n/a
Peer AS Number: 65014
Updates Received: 0, Updates Sent: 0
Messages Received: 0, Messages Sent: 0
Time since last received update: n/a
Number of transitions to ESTABLISHED: 0
Time since last in ESTABLISHED state: n/a
Retry Interval: 120 seconds
Hold Time: n/a, Keep Alive Time: n/a
Configured Hold Time: 120 seconds, Configured Keep Alive Ti me: 40 seconds
Minimum AS Origination Interval: 0 seconds
Minimum Route Advertisement Interval: 0 seconds

Peer 2: local 192.150.187.112/179 remote 192.150.187.2/1 79
Peer ID: 192.150.187.2
Peer State: ESTABLISHED
Admin State: START
Negotiated BGP Version: 4
Peer AS Number: 64999
Updates Received: 52786, Updates Sent: 28
Messages Received: 52949, Messages Sent: 189
Time since last received update: 2 seconds
Number of transitions to ESTABLISHED: 17
Time since last entering ESTABLISHED state: 6478 seconds
Retry Interval: 120 seconds
Hold Time: 120 seconds, Keep Alive Time: 40 seconds
Configured Hold Time: 120 seconds, Configured Keep Alive Ti me: 40 seconds
Minimum AS Origination Interval: 0 seconds
Minimum Route Advertisement Interval: 0 seconds

The most important piece of information is typically whetbe not the peering is in ESTABLISHED state,
indicating that the peering is up and capable of exchangintes. ACTIVE state means that the peering
is configured to be up on this router, but for some reason tedammeis not currently up. Typically this is
because the remote peer is unreachable, or because no B&R@s running on the remote peer.
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Theshow bgp routes

command displays the routes received by BGP from its peansa @uter with a

full BGP routing table (140000 routes as of July 2004) thisiotand will produce a large amount of output:

* >
* >
* >
* >
* >
* >
* >
* >
* >
* >
* >

user@hostname> show bgp routes

Status Codes:  * valid route, > best route

Origin Codes: i IGP, e EGP, ? incomplete
Prefix Nexthop Peer AS Path
3.0.0.0/8 192.150.187.2  192.150.187.2 16694 25 2152 3356 7018 80 i
4.17.225.0/24  192.150.187.2  192.150.187.2 16694 25 2152 11423 209 701 11853 6496 i
4.17.226.0/23  192.150.187.2  192.150.187.2 16694 25 2152 11423 209 701 11853 6496 i
4.17.251.0/24  192.150.187.2  192.150.187.2 16694 25 2152 11423 209 701 11853 6496 i
4.17.252.0/23  192.150.187.2  192.150.187.2 16694 25 2152 11423 209 701 11853 6496 i
4.21.252.0/23  192.150.187.2  192.150.187.2 16694 25 2152 11423 209 701 6389 8063 19198 i
4.23.180.0/24  192.150.187.2  192.150.187.2 16694 25 2152 11423 209 3561 6128 30576 i
4.36.200.0/21  192.150.187.2  192.150.187.2 16694 25 2152 174 3561 14742 11854 14135 i
4.78.0.0/21 192.150.187.2  192.150.187.2 16694 25 2152 11 423 209 3561 6347 23071 22938 i
4.78.32.0/21 192.150.187.2  192.150.187.2 16694 25 2152 1 74 3491 29748 i
4.0.0.0/8 192.150.187.2  192.150.187.2 16694 25 2152 3356 i

The format of the output is one route per line. On each line:

e A status code is displayed, showing whether the route igl valid whether it was the best BGP route
this router has received. A route is valid if the nexthop &cteble and it isn't filtered by the inbound
BGP filters.

e The network prefix for which the route applies is listed in thiem 4.17.226.0/23 . This indicates
the base address for the network (add®#43.226.0 ), and the prefix length2@ bits). Thus this
route applies for addressgd7.226.0 t04.17.227.255 inclusive.

e The nexthop is the IP address of the intermediate routerttswahich packet destined for the network
prefix should be sent. In this example all the displayed htee the same nexthop.

e The peer is the IP address of the BGP router which sent usdhte.r The nexthop and the peer
need not the the same (they often aren’t with IBGP peeringeXample) but in all the routes in this
example they are the same.

e The AS path is listed next. This lists the AS numbers of themminous systems that the route has
traversed to reach our router. The AS at the left end of the igdhe one nearest to our router and the
one at the right end of the path is usually the AS number ofdléefs originator.

e Finally, whether the route’s origin is from an IGP)( from EGP &, mostly obsolete), or incomplete
(?) is listed.
10.4.1 BGP MIB

XORP includes SNMP support for BGP, though the BGP-4 MIB aafim RFC 1657.
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10.5 BGP path selection

BGP can receive mutiple paths to the same destination, #rera complicated set of rules to determine
which path should be used. At this time there are no configuraiptions that modify the behaviour of the
the path selection process, apart from policy that explaibps or modifies a path.

10.5.1 Reasons for ignoring a path

BGP requires that there is an Interior Gateway Protocol (I@&te to the NEXTHOP, if no route exists the
route is ignored. It is expected in release 1.5 that a swittitberavailable to toggle this requirement.

If the NEXT_HOP in a path belongs to the router itself then the path isrgpho

10.5.2 BGP decision process

The BGP decision process is performed exactly as defined I6/42F 1.
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Chapter 11

Policy

Policy controls which routes to accept and which routes hbe advertised. Moreover, it provides a
mechanism for modifying route attributes and enalnbege redistributionwhich allows routes learnt by a
protocol to be advertised bydifferentprotocol.

11.1 Terminology and Concepts
A crucial aspect to understand is the difference betwegort andexportpolicies.

import filters act upon routes as soon as they are received from iagquiotocol. Before a protocol even
makes a decision on the route, import filter processing \wilealy have taken place. Note that import
filters may therefore affect the decision process (e.g. laypgimg the metric).

export filters act upon routes just before they are advertised by@ng protocol. Only routes which have
won the decision process (i.e. the ones used in the forngmlane) will be considered by export
filters.

Normally policies will operate within a single routing poabl, for example a policy which sets the MED on
all BGP routes (only BGP is involved). If a policy involvesawlifferent protocols, theroute redistribution
will occur “implicitly”.

11.2 Policy Statement

A policy statemenis the user definition for a policy. Internally, it containdist of terms A term is the
most atomic unit of execution of a policy. Each single terivexiecuted, will cause actions to be taken on
a route. A policy statement should define a logical operatiohe run on routes and this operation may
involve multiple terms, which define simpler and smallercest@sn steps.

The overall structure of a policy statement looks as foltows
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policy {
policy-statement name {
term name {

}

term nane {

}
}

}

Each term of a policy is executed in order. It is not requiteat &ll terms run—it is possible for a term to
cause the policy to accept or reject the route terminatiagotierall execution.

11.2.1 Term

A term is the heart of the policy execution. It specifies hownt@ich routes as they enter the system, as they
are about to leave and ultimately what actions to performhemt The structure of a term is as follows:

term nane {
from {

}

It is possible to omit thdrom ,to andthen block. If so,from andto will match all routes traversing
the filter. An emptythen block will run thedefault action The default action is to execute the next term /
policy in the list or accept the route if the last term is being.

In general, thdrom andto block will specify thematch conditionson a route and théhen block the
actions to be performed on the route in case of a match.

Match Conditions

The overall structure of a match condition iariable, operator, argument A variable is a route attribute
such as metric, prefix, next-hop and so on. The operator pétify how this variable is matched. For
example< may perform a less-than match whereamay perform a greater-than operation. The argument
will be the value against which the variable is matched. TWerall result is dogical andwith the result of
each statement. An example would be as follows:

from {
protocol: "static"
metric < 5

}

to {
neighbor: 10.0.0.1

}
then {

-
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In this exampleametric is a variable,< an operator an8é the argument. This will match all static routes
with a metric less than 5 being advertised to the neighbdy.Q.. Note that the operator is an alias for
== when matching (iirom andto blocks) which simply means equality.

Actions

All actions are performed sequentially and have a similatayto match conditions. The main difference
with respect to match conditions is that the operator withmally be assignment and that speciammands
exist. These commands amecept ,reject ,next term andnext policy . If aroute is accepted,
no further terms will be executed and the route will be pr@ped downstream. If a route is rejected, once
again no further terms will run, and the route wilbt be propagated downstream—it will be suppressed
and dropped. Depending on whether it is an export or impaoet fiteject will have different semantics. On
export it will not be advertised and on import it will never beed at all. The next term or policy commands
will skip evaluation to the next term or policy in the evaioatchain.

Here is an example of the syntax used when specifying actions

from {

to {

,
then {

metric: 5
accept

}

This term will cause the metric to be set to 5 and no furthensawill be executed, because of thecept .
Note that in the case dfien blocks, the operator is an alias for which means assignment.

If neitheraccept norreject are specified, the default action will occur. The defaultcactvill execute
the next term or accept the route if the last term has beehedac

Note that if thethen block contains araccept or reject action, all other actions within théhen

block will be executed regardless whether in the configonatihey are placed before or after thecept
orreject statements.

Final action

A policy statement can also hold one unnamed term that spgcifhat the final action on a route should
be. This term contains onlythen block that is executed only if reached. This will be the cdgedvious
terms do not accept or reject the route, or skip to the nextydtere is an example of an unnamed term:
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policy {
policy-statement bgp {
term a {
from {
med: 1

}
then {
accept

}

}
then {
reject

Note the lasthenblock which lives in an unnamed term. If reached, it will ijany routes that were not
accepted / rejected by the previous terms. Hence it acts aalation.

11.2.2 Policy subroutines

It is possible to refer (call) a policy from another one wittetuse ofpolicy subroutines This allows
factoring out common match conditions into a subroutine afdrring to them from multiple policies.
Policy subroutines can only be used as a match condition endehbe present only ifiom or to term
blocks. If the policy subroutine rejects the route, themsdal returned and route matching fails; true is
returned otherwise causing a match success. Note that dctimns that modify the route are present in the
subroutine, they will be executed even if the route is ultehadiscarded by the calling policy. That is, if
the to andfrom block in the subroutine match the route, the subroutime block will be executed and it
may modify the route, even if the caller ultimately decidesdject the route.

Here is an example of a policy subroutine:
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policy {
policy-statement drop-private {
term a {
from {
network4: 10.0.0.0/8

}
then {
reject
}
}

policy-statement bgp {
term start {
from {
policy: "drop-private"
med: 1

}
then {
accept
}
}

term reject {
then {
reject
}
}
}
}

This BGP policy will only accept routes that match testart For that to occur, thelrop-private policy
must return “true”ji.e., it must accept the route. This will only happen if the routads “private” i.e., not
10.0.0.0/8 in this case.

11.2.3 Applying policies to protocols

Once a policy is specified, it must be applied to a protocolis Thachieved via themport or export
statement depending on the type of policy, within a protidotk. For example:

protocol  {
bgp {
export: “policyl,policy2,..."
import: "drop  _bad"
}

}

It is possible to have multiple policy statements per prok@tich as in thexport example above. The
policies, like terms, will be executed in order. Again, ipigssible that not all policies are run—maybe the
first one will cause an accept or reject.

With BGP, it is possible to apply policies at a per-peer glarity. For example:

protocol  {
bgp {
peer 192.168.1.1 {
import: "accept”
i}mport: "reject"”
}
}

Per-peer policies take precedence over global ones. Theiglove example would accept all routes from
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peer 192.168.1.1 and reject all other routes.

Policy expressions

When specifying a policy list to run, it is possible to inciudpolicy expressionA policy expression is a
boolean expression over one or more policies. Whether & iiswccepted or not depends on the outcome
of the whole expression rather than the individual polit¢iet compose it. Here is an example of a policy
expression.

protocol  {

bgp {
import: "(good && allowed),(good || trusted),('bad),reje ct"

}

A policy expression must be enclosed in parenthesis. Thekpession will accept routes that are accepted
both by the policiegoodandallowed The second expression will accept routes accepted by ahg dfvo
policies in the expression. The third expression will allemly routes rejected blgad It is possible to mix
policy expressions and standard policy executi@ng.( rejectin our example) when listing policies.

11.3 Sets

Many times it is useful to match against a set of values. Famgie it is more practical to reference a set of
prefixes to match against, which may also be used in diffgrelities rather than enumerating the prefixes
one by one in each policy. This is achieved via sets whichaionin-ordered items and no duplicates. Sets
are declared as follows

policy {
network4-list name {
network 10.0.0.0/8
network 192.168.0.0/16

network6-list name {
network 2001:DB8:AAAA:20::/64
network 2001:DB8:AAAA:30::/64

}
}

Two sets cannot have the same name—else there is no way renegethem within policies. Sets of differ-
enttypes are created in different ways. For example, a $Bvdfprefixes is created via tnetwork4-list
directive whereas IPv6 prefixes would be created usigigvork6-list . To reference a set in a policy,
simply use its name as a text string. For example:

INote that prior to XORP Release-1.4, tAements statement with a complete comma-separated list of all msvovas
used instead afietwork .
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\ Modifier

\ Match effect \

exact An exact match

longer A higher number of bits than the netmask specified must match
orlonger | Exact or longer

shorter | A lower number of bits than the netmask specified must match
orshorter| Exact or shorter

not Must not match exactly

Table 11.1: Modifiers for network lists.

policy {
network4-list private {
network 10.0.0.0/8
network 192.168.0.0/16
policy-statement drop-private {
term a {
from {
network4-list: "private"
}
then {
reject
}
}
}
}

This policy will match when the route is 10.0.0.0/8 or 198160/16. In this case the match needs to satisfy
only one element of the set. This is not always the case. lugerattribute which actuallys a set (such

as BGP communities) was matched against a set the user epediéipending on the operator, different

semantics would apply. For example an operator may chetkh@aets are equal, or that one has to be the
subset of the other and so on. Obviously in this case eack fag a single prefix so the only reasonable
match would be to check whether that prefix is in the set or not.

Note that it is pure “coincidence” that the directive to nfieddist of prefixesietwork4-list is the same

as the one used to declare the set. It is not a requirement.

11.3.1 Network lists

A list of IPv4 or IPv6 route prefixes can be specified usingribevork4-list or network6-list
directive respectively. In addition to specifying the preach prefix can have a modifier which specifies
how the prefix is matched. Valid modifiers are listed in Tallelland the default one éxact .

Here is an example to illustrate the syntax:

policy {
network4-list private
network 10.0.0.0/8
modifier: "orlonger"

}
}

{
{

}
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11.4 Ranges

Certain variables can be matched against linear rangeseof ¢brresponding type. The policy engine
supports matching against ranges of unsigned integersPadd/ IPv6 addresses. Ranges are expressed by
specifying their lower and upper inclusive boundaries sspd by two dots, for example:

from {
nexthop4: 10.0.0.11..10.0.0.15
neighbor: 10.0.0.0..10.0.0.255
med: 100..200

}

An abbreviated form of specifying a range containing a €ngllue is allowed, in which case both the lower
and upper boundary are considered to be equal. Hence, tbwifay two expressions are equivalent:

from {
neighbor: 10.1.2.3
med: 100
}
from {
neighbor: 10.1.2.3..10.1.2.3
med: 100..100

}

11.5 Tracing

It is often useful to trace routes going through filters inesrtb debug policies. Another utility of this
would be to log specific routes or simply to monitor routes flaythroughout XORP. This functionality is
achieved via policy tracing.

In order to trace a particular term simply assign an integeéhétrace variable in thethen block. The
higher the integer, the more verbose the log message is.i$laneexample:

from {
neighbor: 10.0.0.1

}

then {
trace: 3

}

Assuming this is a BGP import policy, this term would caude@ites learnt from the BGP peer 10.0.0.1
to be logged verbosely. Currently there is no useful meaasspciated with the integral verbosity level
although 1 normally indicates a single line of log whereas tBie¢ most noisy.

Note that only terms which match may be traced—elsetia block which sets up the trace will never
be run! However, it is trivial to put a term which will matcheaything (emptyfrom andto block) which
simply enables tracing. This may be necessag}lifoutes need to be monitored.
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11.6 Route Redistribution

Route redistribution is a mechanism for advertising rolgamt via a different protocol. An example would
be to advertise some static routes using BGP. Another plilgsib advertising BGP routes using OSPF
and so on. The key is that tfeom block of a term will be matched in the protocol whickceived
the route whereas tht® block will be matched in the protocol which &lvertisingthe route (doing the
redistribution). Route redistribution will always be arpexrt policy—the protocol exporting (advertising)
is the one redistributing. All actions (such as changing rttegric) will occur in the protocol doing the
redistribution.

Here is an example:

policy {
policy-statement "static-to-bgp" {
term a {
from {
protocol: "static"
metric: 2
}
to {
neighbor: 10.0.0.1

}

then {
med: 13
accept

}

}
}
}

protocols {

bgp {
export: “static-to-bgp"

}
}

The policy is applied to BGP as it is doing the redistributitiris an export policy because it is advertising.
Since therom block contains a protocol which is not BGP, route redistrdouwill occur. In this case, all
static routes with metric 2 will be passed to BGP. Furtheemass these routes are advertised to the BGP
peer 10.0.0.1, the MED will be set to 13.

Note that this policy will cause all static routes with metf 2 to be advertised tall BGP peers—not only
10.0.0.1. This policy does two things: it sets up the routksteabution, and further more changes the MED
for a specific peer on those routes. Other peers will recbiwestatic routes with the default MED value.

In order to prevent other peers receiving static routesthemqolicy should be appended specifying that all
static routes with metric of 2 should be rejected. Sincepbigy is added after the one in the example (in
theexport statement of BGP) the BGP peer 10.0.@ill receive the advertisement as no further terms /
policies will be executed after thraccept of the first policy (which matches).

11.7 Common Directives for all Protocols

All protocols have a common set of route attributes which rbaymatched, modified and actions which
should take place on a route. These may be found in the tesrfidimpolicy.tp
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11.7.1 Match Conditions

The table that follows summarizes the match conditionsfiom block for all protocols.

\ Variable

| Argument type|

Semantics \

Operator

protocol

txt

Matches the protocol via which th
route was learnt. Only valid for ex
port policies. Used in route redistr,
bution.

network4

: (or==
longer (or<)

orlonger
shorter

(or<=)
(or>)

orshorter  (or>=)

ipv4net

Matches the prefix of an IPv4 routs
Matches the route with a longer ne
mask.

Matches longer or exact route.
Matches the route with a shortg
netmask.

Matches shorter or exact route.
Does not match route.

network6

not (or!=)

longer
orlonger

shorter
orshorter

ipvénet

Same as IPv4, but for IPv6 prefixe

network4-list

not

txt

Matches if the named IPv4 set co
tains the route.

network6-list

txt

Matches if the named IPv6 set co
tains the route.

prefix-length4

u32range

Matches if the IPv4 route has
prefix length within the specifie
range.

prefix-length6

u32range

Matches if the IPv6 route has
prefix length within the specifie
range.

nexthop4

ipvdrange

Matches if the IPv4 next-hop of th
route lies within the specified rang

2

nexthop6

ipvérange

Matches if the IPv6 next-hop of th
route lies within the specified rang

tag

u32range

Matches the route tag. Routes ¢
be arbitrarily tagged (labeled) vi
policies.

policy

txt

Executes a policy as a subroutine.

If the policy rejects the route, fals
is returned and no match occul
Otherwise, true is returned and tf

ne

match is successful.

Note that thenetwork4 and prefix-length4
gether to match, say, all routes within a specific prefix. B@neple, using both statememngtwork4

statements are independent and cannot be used to-
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= 10.0.0.0/8 and prefix-length4 >= 8 is incorrect if the intend is to match all routes within
prefix 10.0.0.0/8. Instead, theetwork4 <= 10.0.0.0/4 statement alone should be used for that
purpose. The same applies for tietwork6 andprefix-length6 statements as well.

The match conditions for thi® block are identical in syntax and semantics asftben block except for
one case. ltis illegal to specify the protocol in ttwe block. The reason for this is that when a policy is
bound to a protocol via thexport or import statement, that protocol automatically becomes the one
referenced in théo block. When a BGP export policy is created, tbemust be BGP by definition asis
doing the advertisement.

11.7.2 Actions

Common actions to all protocols are summarized in followtaigle.

| Variable | Operator| Argument type| Semantics
accept none none Propagate this route downstream and stop exe-
cuting all policies associated to this route.
reject none none Do not propagate this route downstream and stop
executing all policies associated to this route.
next : txt The argument can either be “term” or “policyf.

This will skip evaluation to the next term or pol-
icy in the evaluation chain.
trace : u32 Enable tracing at a specific verbosity level. Cur-
rently 1 means a single line of logging and 3|is
the most verbose level.
tag : u32 Tag a route. Routes can have an arbitrary tag| for
use in policy. The router makes no use of this tag
except for mapping it into the OSPF or RIP tags

if the protocols advertise tagged routes.

add Add to the tag.
sub Subtract from the tag.
nexthop4 : ipv4 Replaces the IPv4 nexthop.
nexthop6 : ipv6 Replaces the IPv6 nexthop.
nexthop4-var : txt Replaces the IPv4 nexthop withvariable The

variable can beself or peer-addressndicating
either the local or remote address respectively
when communicating with a peer.
nexthop6-var : txt Same as with IPv4 but for IPv6.

11.8 BGP

BGP supports policy and route redistribution. It can be usetth as a source for redistribution (BGP-to-
something) and as a target (something-to-BGP). The fotigvgiections summarize which aspects of BGP
routes may be matched and what actions may be taken. Theatsargpecified in thbgp.tp template
file.

The BGP policy engine currently has an interesting featuseg. An export filter is placed on the RIB
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branch too. Thus, if an export policy rejects all routes,RiiB will never receive these routes and no routes

will go into the forwarding plane. To avoid this, matcieighbor:

0.0.0.0

in theto block and

accept . The next term could match all and reject. This “feature”dtually useful if you want a BGP

peering but do not wish to change the routing table.

11.8.1 Match Conditions

The following table summarizes the match conditions spetfBGP.

ch

| Variable | Operator| Argument type| Semantics
as-path X txt Matches an AS-Path with a regular expres-
sion.
as-path-list as-path-list | If the set contains a regular expression wh
matches an AS-Path, then the term matches.
community txt Matches against the specified community.

community-list

community-list

If the set contains a community whigh

matches, then the term matches.

e

ed
e
eer

0

neighbor ipvdrange In afrom block it matches whether the rou
was learnt from a BGP peer in the specifi
range. In ao block it matches whether th
route is about to be advertised to a BGP p
in the specified range.

origin u32 Matches the origin attribute of the route.
stands for IGP, 1 for EGP and 2 for INCOM
PLETE.

med u32range Matches the MED of the route.

localpref u32range Matches the local preference of the route.

was-aggregated bool True if this route contributed to origination ¢

an aggregate route.

11.8.2 Actions

The following table summarizes the actions specific to BGP.
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Variable | Operator| Argument type| Semantics |

as-path-prepend : txt Prepends the specified AS-Path to the one on
the route.
as-path-expand : u32 Prepends the last AS in the path the specified
number of times.
community : txt Sets the community attribute.
community-add : txt Adds the specified community.
community-del : txt Deletes the specified community.
origin : u32 Sets the origin.
med : u32 Sets the MED.
add Add to the MED.
sub Subtract from the MED.
med-remove : bool Remove MED if present.
localpref : u32 Sets the localpref.
add Add to the localpref.
sub Subtract from the localpref.
aggregate-prefix-len : u32 Originate an aggregate route with this prefix
length.
aggregate-brief-mode : bool If true omit AS SET generation in aggregdte
route.

11.9 Static Routes

Static routes support policy and may be used as a sourceutar redistribution. The table that follows sum-
marizes the match conditions specific to static routes. & hesalso specified in tistatic  _routes.tp
template file. Note that the static routes can match onlyrthra block, because then can only be exported.

| Variable | Operator| Argument type| Semantics |
| metric | \ u32 | Matches the metric of a route. |

11.10 RIP and RIPng

RIP and RIPng support policy and route redistribution. Eatthem can be used both as a source for
redistribution (RIP/RIPng-to-something) and as a targetething-to-RIP/RIPng). The following sections

summarize which aspects of RIP and RIPng routes may be ntbsrttewhat actions may be taken. These
are also specified in th@.tp  andripng.tp  template files.

11.10.1 Match Conditions

The following table summarizes the match conditions spetfRIP and RIPng.

| Variable | Operator| Argument type| Semantics

metric : u32 Matches the metric of a route.
tag : u32range Matches the route tag field in a route.
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11.10.2 Actions

The following table summarizes the actions specific to RI®PRIPNng.

| Variable | Operator| Argument type| Semantics

metric : u32 Sets the metric.
add Add to the metric.
sub Subtract from the metric.
tag : u32 Sets the route tag field.
add Adds to the tag.
sub Subtracts from the tag.
11.11 OSPF

OSPF supports policy and route redistribution. It can bel us#h as a source for redistribution (OSPF-
to-something) and as a target (something-to-OSPF). Thewinlg sections summarize which aspects of
OSPF routes may be matched and what actions may be takere dieealso specified in thespfv2.tp
template file.

11.11.1 Match Conditions

The following table summarizes the match conditions spemfiOSPF.

| Variable | Operator| Argument type| Semantics |
metric X u32 Matches metric
external-type : u32 Matches an external type 1 or 2 route.
tag : u32range Matches tag field in AS-external-LSA.

11.11.2 Actions

The table that follows summarizes the actions specific toROSP

| Variable | Operator| Argument type| Semantics
metric X u32 Set the metric.
add Add to the metric.
sub Subtract from the metric.
external-type : u32 Sets the external type to 1 or 2.
tag : u32 Set tag field in AS-external-LSA.
add Adds to the tag.
sub Subtracts from the tag.
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11.12 Examples

Some common policies are presented in this section for arbetiderstanding of the syntax. Here is a
simple one:

policy {
policy-statement medout {
term a {
then {
med: 42
}
}
}
}

protocols {
bgp {
export: "medout”
}
}

This will cause all routes leaving BGP to have a MED of 42. Thwl& decision process is unaffected as
routes come in with their original MED.

If this were used as an import policy, then routes flowing ith® decision process would have a modified

MED. As a consequence, it is also possible that the advenimges will have a MED of 42, even though it
is used as an import policy.
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Here is a more complicated example:

policy {
policy-statement static-to-bgp {
term friend {

from {
protocol: "static"

}

to {
neighbor: 10.0.0.1

}

then {
med: 1
accept

}
}

term metric  {
from {
protocol: "static"
metric: 7
}
to {
neighbor: 10.0.0.2

}

then {
trace: 1
med: 7
accept

}

term drop {
from {
protocol: "static"

}
then {
reject
}
}
}
}

protocols {

bgp {
export: “static-to-bgp"

}

}

In this example, all static routes are redistributed to BGie BGP peer 10.0.0.1 will receive all of them
with a MED of 1.

For some reason, static routes with a metric of 7 are impbead they are advertised to the BGP peer
10.0.0.2 with a MED of 7 and are also logged. Note that 101L0A0ll receive these static routes with a
MED of 1, even if they had a metric of 7.

Finally, all static routes which are now in BGP are droppedhanexport path. All other BGP peers will not
receive any of the static routes.

11.13 Policy commands

Two classes of policy commands are supportecdnpsh First, there is a mechanism for testing policies.
Second, there are commands for showing policy configuration
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| Argument | Meaning

network4-list Display IPv4 prefix lists.
network6-list Display IPv4 prefix lists.
as-path-list Display AS path lists.
community-list | Display BGP community lists
policy-statement Display policy statements.

Table 11.2: Possible show policy commands.

11.13.1 test policy

It is possible to test a routing policy against a route to whetiee whether it will be accepted and what route
characteristics will be modified. Here is an example of how can test the policynport against the prefix
10.0.0.0/8.

user@hostname> test policy import 10.0.0.0/8
Policy decision: rejected

In this case the route was rejected and no modifications et it.

If the policy modifies or matches protocol specific routeilatties, we must specify under which protocol to
run the route. Here is an example.

user@hostname> test policy import2 10.0.0.0/8 " —protocol=ospf4'
Policy decision: accepted

Route modifications:

tag 123

In this case we ran the poliamport2 in the context ofospf4 The route was accepted and the tag was
modified to 123.

If the policy matches protocol specific route attributes, st supply their value. The general syntax is
--name=value . As with the protocol directive, the whole argument must bel@sed by quotes. Here is
an example.

user@hostname> test policy med1 10.0.0.0/8" —protocol=bgp —med=1
Policy decision: accepted
user@hostname> test policy med1 10.0.0.0/8" —protocol=bgp —med=2
Policy decision: rejected

In this example we ran the route withnaedof 1 and 2. The policy only accepts routes witnadof 1
though. Multiple protocol attributes can be passed as amaegt. The route attributes names are the same
as those used in match conditions in the policy configuratig@trictly speaking they equal those in the
policy “var map”, which is initialized in the XORP templatéefs.)

11.13.2 show policy

Theshow policy command show the policy configuration. The command takesgamreent indicating
which part of the configuration to show. Table 11.2 lists thegible arguments.

For example, to list all configured IPv4 prefix lists one types
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user@hostname> show policy network4-list
test 9.9.0.0/16
private 10.0.0.0/8,192.168.0.0/16

The name of the list appears on the left and the contents aiigtite One can show a specific list by giving
its name as an additional argument to the command. Here iscemnpde.

user@hostname> show policy network4-list private
10.0.0.0/8,192.168.0.0/16

In this case, only the contents is displayed, without theenam
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Chapter 12

VRRP

12.1 VRRP Terminology and Concepts

XORP supports Virtual Router Redundancy Protocol (VRRP$iva 2 as described in RFC 3768. VRRP

increases the robustness of networks where a default gaiswafined. Rather than having a single point

of failure (the default gateway), VRRP allows multiple rexg to act as the default gateway. Routers par-
ticipating in VRRP will elect one master that will act as thefallt gateway, and the other routers will act

as a backup. When the master fails, a backup router is elastdte new master. When the original master
returns to life, it will obtain its role as master again.

To detect the failure of a master, backup routers listen weidements that are sent out by the master at a
periodic interval. To elect a new master, each router igyassi a priority which will indicate the router’'s
preference in becoming a master. A preemption mode is @laithat will force a backup router to become
master if another backup router with lower priority is cuntig acting as a master. Note that the router that
owns the IP addresses of the VRRP group will always preematkup router, regardless of the preemption
setting.

12.2 Configuration of VRRP

The configuration syntax for XORP VRRP is given below.

protocols {

vrrp - {
interface: text {
vif:  text {
vrid: int(0..255) {

priority: int(1..254)
interval: int(1..255)
preempt:  bool
ip IPv4 {}
disable: bool

133



The parameters are used as follows:

interface, vif The interface on which to run a VRRP instance.
vrid The ID of the VRRP instance. Must be unique per interface.

priority The priority of the router. The higher the priority, the mdikely this router will become a master
when acting as a backup. Priority 255 is reserved for theeraihiat owns the IP addresses of the
VRRP group. Priority O is reserved as it is used to indicatemé master leaves a VRRP group. The
default priority is 100.

interval The interval in seconds between VRRP advertisements. Theltde 1 second.

preempt Whether preemption is used. If preempt is true, when a baabwier has higher priority than the
current master, it will preempt the master in order to bectimenew master. Preemption is false by
default. Note that a router that owns the IP addresses veimppt a backup router regardless of the
setting of this flag.

ip The IP addresses associated with this VRRP group. Thesbkeal® addresses that client machines will
use as their default gateway.

disable A flag that can be used to disable or enable this VRRP instance.

12.3 Monitoring VRRP

One can inspect VRRP's state with the following command:

user@hostname> show vrrp
Interface dummyO
Vif dummyO
VRID 1
State master
Master IP 9.9.9.9
Interface tap3
Vif tap3
VRID 1
State initialize
Master IP 0.0.0.0

The command will show all configured VRRP instances, printimeir physical interface, logical interface
(Vvif), the VRID the state and the master’'s IP address. Thie stan be one of three values: initialize,
master or backup. The initialize state means that VRRP isumoting. Reasons for this include the VRRP
instance being disabled with tltgsable  configuration option, the physical interface being disdplar

no IP addresses configured on the interface in which VRRPoigased to run. When in the initialize state,
the master’s IP address is undefined. In the backup staggrisents the address of the master according to
the last advertisement received. In the master state ieisaihiter's own IP address.

Rather than viewing all configured VRRP instances, one caplali the instances configured on a particular
instance by supplying a physical and logical interface namneview a particular instance by additionally
supplying the VRID.
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12.4 Limitations

The current implementation has the following known limdas:

e Not RFC compliant when a backup router owns only some of the IPaddresses.When acting
as a backup router, the router must not accept any traffictdleto the IP addresses configured in
VRRP. XORP’s implementation though will accept data angvto any of the router’s configured IP
addresses. If any of these are IP addresses configured in MRe&xPtraffic will be accepted rather
than dropped. Note that if the router owns all IP addressedlinever act as a backup router (by
definition). Hence this case occurs only when a backup rawters only some of the IP addresses
configured in VRRP.

e Only one VRRP instance per interface. Acting as a VRRP router requires listening to a special
virtual router MAC address. One of these is defined for eactD/Running multiple VRRP instances
on a single interface implies multiple VRIDs and hence thétgfbo listen on multiple unicast MAC
addresses. We do not support this since only one unicast Miiieas can be assigned to a physical
network card. An alternative would be putting the interfade promiscuous mode, a solution which
we are considering to implement.

One thing we currently do though is to add additional MAC &ddes as multicast addresses. With
some hardware, this allows the kernel to receive packetthfege destinations. It is possible that
some kernels will accept this data and hence multiple VRRRites on one interface actually work
with the current implementation. Modern Linux kernels thburop these packets, so we are rather
pessimistic on this hack working—use it at your own risk.
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Chapter 13

Multicast Routing

13.1 An Overview of Multicast Routing

IP Multicast is a technology that allows one-to-many and yaaAmany distribution of data on the Internet.
Senders send their data to a multicast IP destination asldnes receives express an interest in receiving
traffic destined for such an address. The network then figouediow to get the data from senders to
receivers.

If both the sender and receiver for a multicast group are eséime local broadcast subnet, then the routers
do not need to be involved in the process, and communicatiotiake place directly. If, however, the sender
and receiver are on different subnets, then a multicastngurotocol needs to be involved in setting up
multicast forwarding state on the tree between the sendkthenreceivers.

13.1.1 Multicast Routing

Broadly speaking, there are two different types of multicasting protocols:

e Dense-mode protocols, where traffic from a new multicasteis delivered to all possible receivers,
and then subnets where there are no members request to leel firoim the distribution tree.

e Sparse-mode protocols, where explicit control messagassaid to ensure that traffic is only delivered
to the subnets where there are receivers that requesteckivegdt.

Examples of dense-mode protocols BiMRPandPIM Dense ModeExamples of sparse-mode protocols
are PIM Sparse Mode, CBT, and MOSPF. Most of these protocelt&aegely historic at this time, with the
exception of PIM Sparse Mode (PIM-SM) and PIM Dense Mode (fIM), and even PIM-DM is not very
widely used.

In addition to the routing protocols used to set up forwagditate between subnets, a way is needed for the
routers to discover that there are local receivers on attlirattached subnet. For IPv4 this role is served by
the Internet Group Management Protocol (IGMP) and for IPW$ rtole is served by the Multicast Listener
Discovery protocol (MLD).

137



13.1.2 Service Models: ASM vs SSM
There are two different models for IP multicast:

e Any Source Multicast (ASM), in which a receiver joins a meéist group, and receives traffic from
any senders that send to that group.

e Source-Specific Multicast (SSM), in which a receiver exgiligoins to a (source, group) pairing.

Traditionally IP multicast used the ASM model, but problesieploying inter-domain IP multicast resulted
in the much simpler SSM model being proposed. In the futueeliikely that ASM will continue to be used
within intranets and enterprises, but SSM will be used whalioast is used inter-domain. The two models
are compatible, and PIM-SM can be used as a multicast roptiotpcol for both. The principal difference
is that ASM only requires IGMPv2 or MLDv1, whereas SSM reggitGMPv3 or MLDv2 to permit the
receivers to specify the address of the sending host.

13.1.3 Multicast Addresses

For IPv4, multicast addresses are in the range 224.0.0.89®225.255.255 inclusive. Addresses within
224.0.0.0/24 are considered link-local and should not bedoded between subnets. Addresses within
232.0.0.0/8 are reserved for SSM usage. Addresses in 239®are ASM addresses defined for varying
sizes of limited scope.

IPv6 multicast addresses are a little more complex. IPvGicast addresses start with the prefix, and
have the following format:

| 8 | 4] 4| 112 bits |
Fommme - ot . s +
[11111111|flgs|scop| group ID |

B oS +

e 11111111 (ff in hexadecimal) at the start of the address identifies theeaddhs being a multicast
address.

e flgsis a set of 4 flags:

ottt
|0[O[O[T]
+-t-+-+-+

The high-order 3 flags are reserved, and must be initialiadd t

T = 0 indicates a permanently-assigned (“well-known”) noalit address, assigned by the global
internet numbering authority.

T =1 indicates a non-permanently-assigned (“transient”ficast address.

e scopis a 4-bit multicast scope value used to limit the scope oftilaéticast group. The values in hex
are:

1 node-local scope
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2 link-local scope

5 site-local scope

8 organization-local scope
E global scope

e group IDidentifies the multicast group, either permanent or tramsigithin the given scope.

RFC 2373 gives more details about IPv6 multicast addresses.

13.2 Supported Protocols

XORP supports the following multicast protocols:

e PIM Sparse Mode for both ASM and SSM multicast routing for4Pv
e PIM Sparse Mode for both ASM and SSM multicast routing foraPv
e IGMPV1, IGMPvV2, and IGMPv3 for IPv4 local multicast membeps

e MLDv1 and MLDv2 for IPv6 local multicast membership.
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Chapter 14

IGMP and MLD

14.1 Terminology and Concepts

When a receiver joins a multicast group, the multicast msuserving that receiver's subnet need to know
that the receiver has joined so that they can arrange foicasittraffic destined for that group to reach this
subnet. The Internet Group Management Protocol (IGMP) iskalbcal protocol for IPv4 that communi-
cates this information between receivers and routers. @imesole for IPv6 is performed by the Multicast
Listener Discovery protocol (MLD).

The basic IGMP mechanism works as follows. When a multicastiver joins a multicast group it mul-
ticasts an IGMP Join message onto the subnet on which itnengpi The local routers receive this join,
and cause multicast traffic destined for the group to reaishstibnet. Periodically one of the local routers
sends a IGMP Query message onto the subnet. If there areplauttulticast routers on the subnet, then
one of them is elected as the sole querier for that subnegsimonse to an IGMP query, receivers respond
by refreshing their IGMP Join. If the join is not refreshed-@sponse to queries, then the state is removed,
and multicast traffic for this group ceases to reach thisstbn

There are three different versions of IGMP:

e IGMP version 1 functions as described above.

e IGMP version 2 adds support for IGMP Leave messages to allstiéave from a multicast group.

e IGMP version 3 adds support for source include and excludg, lio allow a receiver in indicate that
it only wants to hear traffic from certain sources, or not nexéraffic from certain sources.

XORP supports IGMPvV1, IGMPv2, and IGMPV3.

MLD for IPv6 functions in basically the same way as IGMP. Thedtionality of MLDv1 corresponds with
that of IGMPv2, and the functionality of MLDv2 correspondgthat of IGMPV3.

XORP supports MLDv1 and MLDv2.
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14.2 Standards
XORP complies with the following standards for multicasbgp membership:

RFC 2236 Internet Group Management Protocol, Version 2

RFC 3376 Internet Group Management Protocol, Version 3

RFC 2710 Multicast Listener Discovery (MLD) for IPv6

RFC 3810 Multicast Listener Discovery Version 2 (MLDv2) for IPv6

14.3 Configuring IGMP and MLD

IGMP and MLD only require the interfaces/vifs to be configlitkat are intended to have multicast listeners.

14.3.1 Configuration Syntax

protocols {
igmp  {
targetname:  text
disable: bool
interface text {
vif  text {
disable: bool
version: uint(1..3)
enable-ip-router-alert-option-check: bool
query-interval: uint(1..1024)
query-last-member-interval: uint(1..1024)
query-response-interval: uint(1..1024)
robust-count: uint(2..10)
}
}

traceoptions {
flag all {
disable: bool
}
}
}
}

continued overleaf....
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protocols {
mid {
targetname:  text
disable: bool
interface text {
vif  text {
disable: bool
version: uint(1..2)
enable-ip-router-alert-option-check: bool
query-interval: uint(1..1024)
query-last-member-interval: uint(1..1024)
query-response-interval: uint(1..1024)
robust-count: uint(2..10)
}
}

traceoptions {
flag all {
disable: bool
}
}
}
}

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that IGMP configuration is under titetocols  node in the configuration.

igmp : this delimits the IGMP configuration part of the XORP routenfiguration.

targetname : this is the name for this instance of IGMP. It defaultsi®®MP’, and it is not recommended
that this default is overridden under normal usage scemario

disable : this takes the valugue orfalse , and determines whether IGMP as a whole is enabled on
this routert. The default value iflse

interface  : this specifies an interface to be monitored by IGMP for thespnce of multicast receivers.
Each interface to be monitored by IGMP needs to be explitislgd. The value is the name of an

interface that has been configured inifterfaces ~ section of the router configuration (see Chapter
3).

For each interface, one or more VIFs must be specified:

vif : this specifies a vif to be monitored by IGMP for the presencealticast receivers. Each vif
to be monitored by IGMP needs to be explicitly listed. Theaueails the name of a vif that has
been configured in thiaterfaces ~ section of the router configuration (see Chapter 3).

Each vif takes the following optional parameter:

disable : this takes the valugue orfalse , and determines whether IGMP is disabled on
this vif 2. The default value ifalse

version : this directive specifies the protocol version for this ifdee/vif 3. In case of IGMP
it takes a non-negative integer in the interval [1..3] widfadilt value o. In case of MLD
the value must be in the interval [1..2] with default valuelof

"Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
2Note that prior to XORP Release-1.1, teable flag was used instead dfsable
3Note that theversion  statement appeared after XORP Release-1.1.
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enable-ip-router-alert-option-check : this directive specifies whether the router
should check that the link-local protocol packets receiwrdhis interface/vif have the IP
Router Alert option (see RFC-2213) in thémif it is enabled, all link-local protocol packets
that do not contain the IP Router Alert option will be dropped

query-interval : this directive specifies the interval (in seconds) betwgameral queries
sent by the querier on this interface/VifThe default value i425 seconds.

query-last-member-interval : this directive specifies the maximum response time (in
seconds) inserted into group-specific queries sent in Nsepto leave group messages on
this interface/vif. It is also the interval between groygesific query messagés The
default value isl second.

query-response-interval : this directive specifies the maximum response time (in sec-
onds) inserted into the periodic general queries on thesfete/vif /. It must be less than
thequery-interval . The default value i20 seconds.

robust-count  : this directive specifies the robustness variable courtal@vs tuning for
the expected packet loss on a subnet for this interfac®/Tiherobust-count  specifies
the startup query count, and the last member query coustalso used in the computation
of the group membership interval and the other querier ptesgerval. The IGMP/MLD
protocol is robust twobust-count packet losses. The default valuezis

traceoptions  : this directive delimits the configuration of debugging drating options for IGMP.

flag : this directive is used to specify which tracing options emabled. Possible parameters are:

all : this directive specifies that all tracing options shoulababled. Possible parameters are:

disable : this takes the valugue or false , and disables or enables traci?Lg The
default isfalse

Note that in case of IGMP each enabled interface must havikdal a4 address.

The configuration for MLD is identical to IGMP, except for tfalowing:

e Themild directive is used in place of thgmp directive.
e The default value ofargetname is “MLD” instead of‘IGMP”

e Each enabled interface must have a valid link-local IPv&eskl

“Note that theenable-ip-router-alert-option-check statement appeared after XORP Release-1.1.
®Note that thequery-interval statement appeared after XORP Release-1.1.

®Note that theguery-last-member-interval statement appeared after XORP Release-1.1.

"Note that thequery-response-interval statement appeared after XORP Release-1.1.

8Note that theobust-count statement appeared after XORP Release-1.1.

°Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
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14.3.2 Example Configurations

protocols {
igmp  {
interface dcO {
vif dc0  {
/= version: 2 */
/ = enable-ip-router-alert-option-check: false */
[ = query-interval: 125 */
| = query-last-member-interval: 1 */
[ = query-response-interval: 10 */
/ = robust-count: 2 */
}
}
}

protocols {
mid {
disable: false
interface dcO {
vif dcO0  {
disable: false
[+ version: 1 */
| = enable-ip-router-alert-option-check: false */
/ = query-interval: 125 */
| = query-last-member-interval: 1 */
[ = query-response-interval: 10 */
/ = robust-count: 2 */
}
}

traceoptions {
flag all {
disable: false
}
}
}

}

In the example configuration above, IGMP is enabled on tweatif two different interfacesi¢0/dcO and
dcl/dcl ). In addition, MLD is enabled on interface/vifcO/dcO , and all MLD tracing functionality is
enabled for diagnostic purposes.
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14.4 Monitoring IGMP

Theshow igmp group command can be used to display information about IGMP groembership:

user@hostname> show i gnp group

Interface Group Source LastReported Timeout V State

dcO 224.0.0.2 0.0.0.0 10.4.0.1 161 3 E
dcO 224.0.0.13 0.0.0.0 10.4.0.1 159 3 E
dcO 224.0.0.22 0.0.0.0 10.4.0.1 159 3 E
dcO 224.0.1.15 0.0.0.0 10.4.0.3 160 2 E
dcO 224.0.1.20 0.0.0.0 10.4.0.2 03 |
dcO 224.0.1.20 1.2.34 10.4.0.2 03 F
dc2 224.0.0.2 0.0.0.0 10.3.0.2 155 3 E
dc2 224.0.0.13 0.0.0.0 10.3.0.1 157 3 E
dc2 224.0.0.22 0.0.0.0 10.3.0.1 156 3 E

In the above example&ource refers to the multicast source address in the case of sepewsfic IGMP
join entries, or it is set t@.0.0.0 in case of any-source IGMP join entries. ThastReported field
contains the address of the most recent receiver that rdedaon an IGMP Join message. Thieneout
field shows the number of seconds until it is next time to queryhost membersi.€., to send an IGMP
Query message for this particular entry). ThWéeld shows the IGMP protocol version. Tisgate field
shows the state of the entry:

| = INCLUDE (for group entry)

E = EXCLUDE (for group entry)

F = Forward (for source entry)

D = Don't forward (for source entry)

Theshow igmp interface command can be used to display information about IGMP iates:

user@hostname> show i gnp interface

Interface State Querier Timeout Version Groups

dcO UP 10.4.0.1 None 3 5
dc2 UpP 10.3.0.1 136 3 3
register  _vif DISABLED 0.0.0.0 None 3 0

The information indicates whether IGMP is enabled on therfate and the IP address of the IGMP querier.
If this router is the querier, then the time until the next yumessage is shown. Finally the number of
multicast groups with receivers on this subnet is shown.

Note that in the above example it is normal for the interfaamedregister  _vif to beDISABLED. This
interface has special purpose and is used only by PIM-SM.

Theshow igmp interface address command can be used to display information about addre$ses o
IGMP interfaces:
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user@hostname> show i gnp i nterface address

Interface PrimaryAddr SecondaryAddr
dcO 10.4.0.1
dc2 10.3.0.2

register  _vif 10.4.0.1

As shown above, therimaryAddr  per interface is the address used to originate IGMP messagésall
other alias addresses on that interface are list&&kasndaryAddr , with one address per line.

The equivalent commands for MLD are:

e show mld group
e show mld interface

e show mld interface address
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Chapter 15

PIM Sparse-Mode

15.1 Terminology and Concepts

PIM stands forProtocol Independent Multicasand denotes a class of multicast routing protocols. The
termprotocol independertomes from the fact that PIM does not have its own topologgadisry protocol,

but instead relies on routing information supplied by pcote such as RIP and BGP. What PIM does do

is to build multicast trees from senders to receivers basedaths determined by this external topology

information.

There are two PIM protocols:

e PIM Sparse-Mode (PIM-SM) is the most commonly used multicasting protocol, and explicitly
builds distribution trees from the receivers back towaetsisrs.

e PIM Dense-Mode (PIM-DM) is less commonly used, and builéesrby flooding multicast traffic
domain-wide, and then pruning off branches from the treeravtieere are no receivers.

At the present time, XORP only implements PIM Sparse Mode.

15.1.1 PIM-SM Protocol Overview

The following description is adapted from the PIM-SM speaifon.

PIM-SM relies on an underlying topology-gathering protdoopopulate a routing table with routes. This
routing table is called th®IRIB or Multicast Routing Information Basé& he routes in this table may be taken
directly from the unicast routing table, or it may be differ@nd provided by a separate routing protocol
such as Multi-protocol BGP.

Regardless of how it is created, the primary role of the MRiBhe PIM-SM protocol is to provide the
next-hop router along a multicast-capable path to eaclindéisin subnet. The MRIB is used to determine
the next-hop neighbor to which any PIM Join/Prune messageris Data flows along the reverse path of
the Join messages. Thus, in contrast to the unicast RIB vgpietifies the next-hop that a data packet would
take to geto some subnet, the MRIB gives reverse-path information, adi¢ates the path that a multicast
data packet would takieom its origin subnet to the router that has the MRIB.
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Like all multicast routing protocols that implement the ASkErvice model, PIM-SM must be able to route
data packets from sources to receivers without either theces or receivers knowing a-priori of the exis-
tence of the others. This is essentially done in three phastt®ugh as senders and receivers may come
and go at any time, all three phases may be occur simultalyeous

Phase One: RP Tree

In phase one, a multicast receiver expresses its intere@staiving traffic destined for a multicast group.
Typically it does this using IGMP or MLD. One of the receiwelocal PIM routers is elected as the Desig-
nated Router (DR) for that subnet. On receiving the recsiexpression of interest, the DR then sends a
PIM Join message towards the Rendezvous Point (RP) for thiéitast group. The RP is a PIM-SM router
that has been configured to serve a bootstrapping role ftaiicenulticast groups. This Join message is
known as a (*,G) Join because it joins group G for all sourcethat group. The (*,G) Join travels hop-
by-hop towards the RP for the group, and in each router itgga$gough, multicast tree state for group G
is instantiated. Eventually the (*,G) Join either reaches RP, or reaches a router that already has (*,G)
Join state for that group. When many receivers join the grtheir Join messages converge on the RP, and
form a distribution tree for group G that is rooted at the RisTis known as the RP Tree (RPT), and is
also known as the shared tree because it is shared by allesoseading to that group. Join messages are
resent periodically so long as the receiver remains in tbegrWhen all receivers on a leaf-network leave
the group, the DR will send a PIM (*,G) Prune message towdrddiP for that multicast group. However

if the Prune message is not sent for any reason, the statewsiltually time out.

A multicast data sender just starts sending data destinea fioulticast group. The sender’s local router
(DR) takes those data packets, unicast-encapsulatesdnemends them directly to the RP. The RP receives
these encapsulated data packets, decapsulates them raaddthem onto the shared tree. The packets
then follow the (*,G) multicast tree state in the routersiomRP Tree, being replicated wherever the RP Tree
branches, and eventually reaching all the receivers fdrrthaticast group. The process of encapsulating
data packets to the RP is calleehistering and the encapsulation packets are known as PIM Register
packets.

At the end of phase one, multicast traffic is flowing encapedldo the RP, and then natively over the RP
tree to the multicast receivers.

Phase Two: Register-Stop

Register-encapsulation of data packets is inefficientforreasons:

e Encapsulation and decapsulation may be relatively expemgierations for a router to perform, de-
pending on whether or not the router has appropriate hasdfgathese tasks.

e Traveling all the way to the RP, and then back down the shaesdnhay entail the packets traveling
a relatively long distance to reach receivers that are dimske sender. For some applications, this
increased latency is undesirable.

Although Register-encapsulation may continue indefipitédr the reasons above, the RP will normally
choose to switch to native forwarding. To do this, when ther&®Rives a register-encapsulated data packet
from source S on group G, it will normally initiate an (S,G)usce-specific Join towards S. This Join
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message travels hop-by-hop towards S, instantiating (®ui)cast tree state in the routers along the path.
(S,G) multicast tree state is used only to forward packatgifoup G if those packets come from source S.
Eventually the Join message reaches S’s subnet or a roatesltbady has (S,G) multicast tree state, and
then packets from S start to flow following the (S,G) treeestatvards the RP. These data packets may also
reach routers with (*,G) state along the path towards the RBg, they can short-cut onto the RP tree at
this point.

While the RP is in the process of joining the source-spediéie for S, the data packets will continue being
encapsulated to the RP. When packets from S also start te aratively at the the RP, the RP will be
receiving two copies of each of these packets. At this ptnet,RP starts to discard the encapsulated copy
of these packets, and it sendfRagister-Stopmessage back to S’s DR to prevent the DR unnecessarily
encapsulating the packets.

At the end of phase 2, traffic will be flowing natively from S afpa source-specific tree to the RP, and
from there along the shared tree to the receivers. Wherevth&rées intersect, traffic may transfer from the
source-specific tree to the RP tree, and so avoid taking adetayr via the RP.

It should be noted that a sender may start sending befordasraafeceiver joins the group, and thus phase
two may happen before the shared tree to the receiver is built

Phase 3: Shortest-Path Tree

Although having the RP join back towards the source remoliesenhcapsulation overhead, it does not
completely optimize the forwarding paths. For many reasiviee route via the RP may involve a significant
detour when compared with the shortest path from the soortteetreceiver.

To obtain lower latencies, a router on the receiver’'s LAjdglly the DR, may optionally initiate a transfer
from the shared tree to a source-specific shortest-patl{SFE). To do this, it issues an (S,G) Join towards
S. This instantiates state in the routers along the path Ewéntually this join either reaches S’s subnet, or
reaches a router that already has (S,G) state. When thighspgata packets from S start to flow following
the (S,G) state until they reach the receiver.

At this point the receiver (or a router upstream of the rezgiwill be receiving two copies of the data -
one from the SPT and one from the RPT. When the first traffi¢sstararrive from the SPT, the DR or
upstream router starts to drop the packets for G from S thizearia the RP tree. In addition, it sends an
(S,G) Prune message towards the RP. This is known as anf§§,Brune. The Prune message travels hop-
by-hop, instantiating state along the path towards the Bieating that traffic from S for G should NOT be
forwarded in this direction. The prune is propagated uttitaches the RP or a router that still needs the
traffic from S for other receivers.

By now, the receiver will be receiving traffic from S along giertest-path tree between the receiver and S.
In addition, the RP is receiving the traffic from S, but thaffic is no longer reaching the receiver along the
RP tree. As far as the receiver is concerned, this is the fistalwition tree.

Multi-access Transit LANs

The overview so far has concerned itself with point-to-péimks. However, using multi-access LANs such
as Ethernet for transit is not uncommon. This can cause c¢oatipins for three reasons:
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e Two or more routers on the LAN may issue (*,G) Joins to différapstream routers on the LAN
because they have inconsistent MRIB entries regarding baw&ch the RP. Both paths on the RP
tree will be set up, causing two copies of all the shared tedéd to appear on the LAN.

e Two or more routers on the LAN may issue (S,G) Joins to diffexgostream routers on the LAN
because they have inconsistent MRIB entries regarding lovedch source S. Both paths on the
source-specific tree will be set up, causing two copies dhalkraffic from S to appear on the LAN.

e A router on the LAN may issue a (*,G) Join to one upstream moaiethe LAN, and another router
on the LAN may issue an (S,G) Join to a different upstreamerooim the same LAN. Traffic from
S may reach the LAN over both the RPT and the SPT. If the recbiekind the downstream (*,G)
router doesn't issue an (S,G,rpt) prune, then this corditiould persist.

All of these problems are caused by there being more than psteam router with join state for the
group or source-group pair. PIM-SM does not prevent suclichip joins from occurring - instead when
duplicate data packets appear on the LAN from differenten@jtthese routers notice this, and then elect a
single forwarder. This election is performed using PAssertmessages, which resolve the problem in favor
of the upstream router which has (S,G) state, or if neithdrotin router has (S,G) state, then in favor of the
router with the best metric to the RP for RP trees, or the bestioto the source to source-specific trees.

These Assert messages are also received by the downstregarsron the LAN, and these cause subsequent
Join messages to be sent to the upstream router that won sieetAs

RP Discovery

PIM-SM routers need to know the address of the RP for eachpgi@muwhich they have (*,G) state. This
address is obtained either through a bootstrap mechanifimoogh static configuration.

One dynamic way to do this is to use tBeotstrap Route(BSR) mechanism. One router in each PIM-SM
domain is elected the Bootstrap Router through a simpleiefeprocess. All the routers in the domain
that are configured to be candidates to be RPs periodicaibasintheir candidacy to the BSR. From the
candidates, the BSR picks an RP-set, and periodically aruasuthis set in a Bootstrap message. Bootstrap
messages are flooded hop-by-hop throughout the domairallmluters in the domain know the RP-Set.

To map a group to an RP, a router hashes the group addreshénRPtset using an order-preserving hash
function (one that minimizes changes if the RP-Set chandé®) resulting RP is the one that it uses as the
RP for that group.

15.2 Standards

XORP is compliant with the following PIM-SM specification:

draft-ietf-pim-sm-v2-new-11 Protocol Independent Multicast - Sparse Mode (PIM-SMtétol Spec-
ification (Revised).

draft-ietf-pim-sm-bsr-03. Bootstrap Router (BSR) Mechanism for PIM Sparse Mode.
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15.3 Configuring PIM-SM

15.3.1 Configuring Multicast Routing on UNIX Systems

If XORP is to be run on a UNIX-based system, the following stepust be taken to enable the system for
PIM-SM multicast routing before starting XORP:

e Make sure that the underlying system supports multicasingand has PIM-SM kernel support. Un-
fortunately, there is no trivial guideline how to check thisit the following OS-specific information
can be useful:

— DragonFlyBSD : DragonFlyBSD-1.0 and later.
— FreeBSD: IPv4 (FreeBSD-4.9 and later, FreeBSD-5.2 and later), ([FvéeBSD-4.x and later).

— Linux : IPv4 (Linux-2.2.11 and later, Linux-2.3.6 and later), 8@nly with the IPv6 USAGI
toolkit after 2005/02/14: http://www.linux-ipv6.org/).

— MacOS XNo multicast routing support (as of MacOS X 10.4.x).
— NetBSD: IPv4 (NetBSD-3.0 and later), IPv6 (NetBSD-1.5 and later).
— OpenBSD IPv4 (OpenBSD-3.7 and later), IPv6 (OpenBSD-2.7 and )Jater

e If necessary, configure the kernel to enable multicastmguind PIM-SM:

— DragonFlyBSD :
IPv4: enable the following options in the kernel:
options MROUTING # Multicast routing
options PIM # PIM multicast routing

IPv6: no kernel options are required.

— FreeBSD:
IPv4: enable the following option in the kernel:

options MROUTING # Multicast routing
For releases older than FreeBSD-7.0, the following optomeieded as well:
options PIM # PIM multicast routing

IPv6: no kernel options are required.
— Linux :
IPv4: enable the following options in the kernel:

CONFIG_IP_MULTICAST=y
CONFIG_IP_MROUTE=y
CONFIG_IP_PIMSM_V2=y

IPv6: Enable the following options in the kernel:

CONFIG_IPV6_MROUTE=y
CONFIG_IPV6_PIMSM_V2=y
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— NetBSD:
IPv4: enable the following options in the kernel:

options MROUTING # IP multicast routing
options PIM # Protocol Independent Multicast

IPv6: no kernel options are required.

— OpenBSD
IPv4: enable the following options in the kernel:

option MROUTING # Multicast router
option PIM # Protocol Independent Multicast

IPv6: no kernel options are required.
e Apply additional system configuration (if necessary):

— DragonFlyBSD :
IPv4: Enable IPv4 unicast forwarding:

sysctl net.inet.ip.forwarding=1
IPv6: Enable IPv6 unicast forwarding:
sysctl net.inet6.ip6.forwarding=1

See sysctl.conf(5) for information how to add the sysctlfigamation permanently.

— FreeBSD:
IPv4: Enable IPv4 unicast forwarding:

sysctl net.inet.ip.forwarding=1
IPv6: Enable IPv6 unicast forwarding:
sysctl net.inet6.ip6.forwarding=1

See sysctl.conf(5) for information how to add the sysctlfigamation permanently.
— Linux :
IPv4: Enable IPv4 unicast forwarding:

echo 1 > /proc/sys/net/ipv4/ip_forward

If the unicast Reverse Path Forwarding information is diif from the multicast Reverse Path
Forwarding information, the Return Path Filtering shoutddisabled:

echo 0 > /proc/sys/net/ipv4/conf/all/rp_filter

OR

echo 0 > /proc/sys/net/ipv4/conf/ethO/rp_filter
echo 0 > /proc/sys/net/ipv4/conflethl/rp_filter

154



IPv6: unknown
— NetBSD: none.

— OpenBSD
Enable multicast routing by adding the following linegéec/rc.conf.local and reboot:

# Enable multicast routing (see netstart(8) for details).
multicast_host=NO
multicast_router=YES

IPv4: Enable IPv4 multicast forwarding (for OpenBSD-3.9 datter):
sysctl net.inet.ip.mforwarding=1

IPv6: Enable IPv6 multicast forwarding (for OpenBSD-4.@ dater):
sysctl net.inet6.ip6.mforwarding=1

See sysctl.conf(b) for information how to add the sysctlfigamation permanently.

Note that XORP itself automatically enables the absysctimulticast forwarding flags, hence
it is not really necessary to set them manually. The flags eseribed for completness and in
case someone needs better control over multicast forwgardin

15.3.2 Configuring Multicast Tunnels on UNIX Systems

All PIM routers need to be directly connected so they can angk control messages. Occasionally this
might not be possiblex(g.,if someone wants to forward multicast traffic to a remote haxstl the routers in
the middle are not running PIM).

In that case a tunnel between two remote routers can be useedtie an artificial adjacency.

e Creating a GRE tunnel.

The GRE (Generic Routing Encapsulation) mechanism is iestin RFC 1701 and RFC 1702. It
is implemented on a variety of systems and is widely useddiatimg tunnels.

Below is an example how to configure a GRE tunnel between twaox systems.

GRE tunnel between two machines (host 11.11.11.11 and 33.3 3.33.33)

Physical interfaces: [11.11.11.11] [33.33.33.33]
GRE tunnel: 22.22.22.11<--------- >22.22.22.33

HHHHHF

# ==== host 11.11.11.11 (GRE interface 22.22.22.11)

ip link set grel down

ip tunnel del grel

ip tunnel add grel mode gre remote 33.33.33.33 local 11.11.1 1.11 ttl 127
ip addr add 22.22.22.11/24 peer 22.22.22.33/24 dev grel

ip link set grel up multicast on
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# ==== host 33.33.33.33 (GRE interface 22.22.22.33)

ip link set grel down

ip tunnel del grel

ip tunnel add grel mode gre remote 11.11.11.11 local 33.33.3 3.33 ttl 127
ip addr add 22.22.22.33/24 peer 22.22.22.11/24 dev grel

ip link set grel up multicast on

Creating an OpenVPN tunnel.

OpenVPN (http://openvpn.net/) is free software to creat® Bl tunnel. It is very popular and works
on a variety of systems. One of the advantages of OpenVPNatsttis over TCP or UDP, hence
unlike GRE it does not require special support from NAT desithat might be in the middle.

Below is an example how to configure an OpenVPN tunnel.

OpenVPN tunnel between two machines (host 11.11.11.11 and 33.33.33.33)

#
#
# Physical interfaces: [11.11.11.11] [33.33.33.33]
# OpenVPN tunnel: 22.22.22.11<--------- >22.22.22.33
#

# ==== host 11.11.11.11 (OpenVPN interface 22.22.22.11)
openvpn --local 11.11.11.11 --remote 33.33.33.33 --ifcon fig 22.22.22.11
22.22.22.33 --dev tun0O

# ==== host 33.33.33.33 (OpenVPN interface 22.22.22.33)
openvpn --local 33.33.33.33 --remote 11.11.11.11 --ifcon fig 22.22.22.33
22.22.22.11 --dev tunO

Reverse Path Forwarding (RPF) information setup.

It is important that the Reverse Path Forwarding (RPF) métion is set to consider the tunnel for
PIM-SM to operate properly.

On Linux systems the following UNIX command needs to be usatidable the Return Path filtering:
echo 0 > /proc/sys/net/ipv4/conf/all/rp_filter

In addition, the RPF information must be set appropriatelydll systems that are suppose to be
reached via the tunne¢(g.,RPs and remote sources). This can be achieved by adding Mpd&fic
static routing entries in the XORP configuration. For examibithe IP address of the other side of the
tunnel is 22.22.22.33, then the following XORP configunatéan be used to specify that the tunnel
is the default route for all destinations:

protocols {
static {
mrib-route 0.0.0.0/0 {
next-hop 22.22.22.33

}
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15.3.3 Configuration Syntax

protocols {
pimsm4 {

targetname:  text

disable: bool

interface text {

vif  text {

disable: bool
dr-priority: uint
hello-period: uint(1..18724)
hello-triggered-delay: uint(1..255)
alternative-subnet IPv4/ int(0..32)

}

interface register i {
vif register wvif o {
disable: bool
}
}

static-rps {
p IPv4 {
group-prefix IPv4Mcast int(4..32) {
rp-priority: uint(0..255)
hash-mask-len: uint(4..32)
}
}
}

bootstrap  {
disable: bool
cand-bsr  {
scope-zone  |IPv4Mcast int(4..32) {

is-scope-zone: bool
cand-bsr-by-vif-name: text
cand-bsr-by-vif-addr: IPv4
bsr-priority: uint(0..255)
hash-mask-len: uint(4..32)
}

}

cand-rp  {
group-prefix IPv4Mcast int(4..32) {
is-scope-zone: bool
cand-rp-by-vif-name: text
cand-rp-by-vif-addr: IPv4
rp-priority: uint(0..255)
rp-holdtime: uint(0..65535)
}

}

}

switch-to-spt-threshold {

disable: bool

interval: uint(3..2147483647)

bytes:  uint

}

continued overleaf....
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traceoptions {

flag all {
disable: bool
}
}
}
}
protocols {
pimsmé6 {
disable: bool
interface text {
vif  text {
disable: bool
dr-priority: uint
hello-period: uint(1..18724)
hello-triggered-delay: uint(1..255)
alternative-subnet IPv6 int(0..128)
}
interface register it {
vif register wvif o {
disable: bool
}
}
static-rps {
p IPv6 {
group-prefix IPv6Mcast int(8..128) {
rp-priority: uint(0..255)
hash-mask-len: uint(8..128)
}
}
}
bootstrap  {
disable: bool
cand-bsr  {
scope-zone  IPv6Mcast int(8..128) {
is-scope-zone: bool
cand-bsr-by-vif-name: text
cand-bsr-by-vif-addr: IPv6
bsr-priority: uint(0..255)
hash-mask-len: uint(8..128)
}
}
cand-rp  {
group-prefix IPv6Mcast int(8..128) {
is-scope-zone: bool
cand-rp-by-vif-name: text
cand-rp-by-vif-addr: IPv6
rp-priority: uint(0..255)
rp-holdtime: uint(0..65535)
}
}
}
switch-to-spt-threshold {
disable: bool
interval: uint(3..2147483647)
bytes:  uint
}
traceoptions {
flag all {
disable: bool
}
}
}
}
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protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that PIM-SM configuration is under fhietocols  node in the configuration.

pimsm4: this delimits the PIM-SM configuration part of the XORP reutonfiguration related to 1Pv4
multicast.

targetname : this is the name for this instance of PIM-SM for IPv4. It ddfa to “PIMSM4”, and it is
not recommended that this default is overridden under nlousage scenarios.

disable : this takes the valugue or false , and indicates whether PIM-SM IPv4 multicast routing
is currently disabled. This allows multicast to be taken down temporarily withosmoving the
configuration.

interface  : this directive specifies that thisterface is to be used for PIM-SM IPv4 multicast
routing. The parameter value must be the name of an intetfaatehas been configured in the
interfaces  section of the router configuration.

vif : this directive specifies that thisf on the specifiednterface  is to be used for PIM-SM IPv4
multicast routing. The parameter value must be the name df that has been configured in the
interfaces  section of the router configuration.

A special logical interface calledkgister _vif with a special vif calledegister _vif must be
configured if a PIM-SM router is to be able to send Registersagss to the RP. In general this should
alwaysbe configured if the router is to support the ASM multicasviser model.

Eachvif can take the following optional parameters:

disable : this takes the valu&rue or false , and indicates whether PIM-SM IPv4 multicast
routing is currently disabled on this interface/%if

dr-priority . this directive takes a non-negative integer as its pamngving this router’'s
Designated Router (DR) priority for this interface/vif. @default is 1. The PIM router on this
subnet with the highest value of DR priority will become thR Er the subnet.

hello-period - this directive specifies the PIM Hello period (in seconds)fiis interface/vif. It
takes a non-negative integer in the interval [1..18724F dé&fault is 30. Everiyello-period
seconds the PIM router will transmit a PIM Hello message eririterface/vif. If the receivers of
the PIM Hello message do not receive another Hello messa@Sdé hello-period seconds,
they will timeout the neighbor state for this router.

hello-triggered-delay . this directive specifies the randomized triggered delathefPIM
Hello messages (in seconds) for this interfacefvit takes a non-negative integer in the interval
[1..255]. The default is 5. When PIM is enabled on an interfaca router first starts, the Hello
Timer of that interface is set to a random value between Ohatid-triggered-delay
This prevents synchronization of Hello messages if mdtipluters are powered on simultane-
ously.

INote that prior to XORP Release-1.1, taeable flag was used instead dfsable

“Note that prior to XORP Release-1.1, tagable flag was used instead dfsable

3Note that thenello-period statement appeared after XORP Release-1.1.

“Note that thenello-triggered-delay statement appeared after XORP Release-1.1.
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alternative-subnet : this directive is used to associate additional IP subnéts avnetwork
interface. The parameter value is an IPv4 subnet addrebs &dtress/prefix-lengtformat.

One use of this directive is to make incoming traffic with a +hecal source address appear as
it is coming from a local subnet. Typically, this is neededhagork-around solution when uni-
directional interfaces such as satellite links are usetefoeiving traffic. Thalternative-subnet
directive should be used with extreme care, because it Elgedo create forwarding loops.

enable-ip-router-alert-option-check : this directive has been deprecated as of XORP
Release-1.5.
static-rps . this delimits the part of the PIM-SM configuration used tonmally configure PIM RP

router information. A PIM-SM router must either have somesRBnfigured as static RPs, or it must
run the PIM-SM bootstrap mechanism (seelihetstrap  directive).

Under thestatic-rps part of the configuration, one or more RPs can be configureslirttportant
that all routers in a PIM domain make the same choice of Rhésame multicast group, so generally
they should be configured with the same RP information.

rp : this specifies the IPv4 address of a router to be a static RP.
For each RP, the following parameters can be configured:

group-prefix : this specifies the range of multicast addresses for whiglsplecified router
is willing to be the RP. The value is in the form of an IP addrasd prefix-length in the
address/prefix-lengtformat.
rp-priority : this specifies the priority of the specified RP router. leskhe form of
a non-negative integer in the interval [0, 255]. Smalleueaineans higher priority.
If multiple RP routers are known for a particular multicasbgp, then the one with the
most specifigroup-prefix will be used. If more than one router has the same most
specificgroup-prefix , then the one with the highesgt-priority is used. See also
hash-mask-len
The default value is 192.
hash-mask-len : If multiple routers have the most speciticoup-prefix and the
same highestp-priority , then to balance load, a hash function is used to choose
the RP. However, it is usually desirable for closely asdedianulticast groups to use
the same RP. Thus the hash function is only applied to therfilsts of the group IP
address, ensuring that if two groups have the samerfitgts, they will hash to the
same RP address. Thash-mask-len  parameter specifies the valuerofFor IPv4 it
must be in the interval [4, 32], and defaults to 30 bits. Taplicits value shouldn’t be
changed. If it is modified then all PIM-SM routers must be agufed with the same
value.

bootstrap : this delimits the part of the PIM-SM configuration used tofigure the automatic bootstrap
of PIM RP router information using the PIRBootStrap Routemechanism. A PIM-SM router must
either run the PIM-SM bootstrap mechanism, or have some BRf&yared as static RPs (see the
static-rps directive).

Under thebootstrap  directive, the following additional information can be €iguired.

disable : this takes the valugue orfalse , and determines whether or not the router will run
thebootstrap mechanisn?. The default ifalse

®Note that prior to XORP Release-1.1, tagable flag was used instead dfsable
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cand-bsr : this directive specifies that this router is to be a candidatbe the BootStrap Router
(BSR) for this PIM-SM domain. It will become the BSR only ifiins the BSR election process.

One or morescope-zone s must be specified for a candidate BSR router:
scope-zone : this directive specifies one multicast group prefix for whilsis router is will-

ing to be BSR.
For each scope zone, the following information can be sgekifi
is-scope-zone : this directive takes the valueue or false . When the value is

true , this indicates that this multicast group prefix defines aticagt scope zone.
When the value ifalse , this indicates that the group prefix in theope-zone di-
rective merely represents a range of multicast groups fachwihis router is willing to
be BSR. The default ifalse

cand-bsr-by-vif-name . this specifies the name of tlvif whose IP address will
be used in the PIM bootstrap messages. It is a mandatory pggam
cand-bsr-by-vif-addr : this specifies the address that will be used in the PIM boot-

strap messages. This address must belong to the vif spdwyfeathd-bsr-by-vif-name
If it is omitted, a domain-wide address (if exists) that Ipgs to that interface is chosen
by the router itself.

bsr-priority . this specifies the BSR priority for this router. It takes aipige integer
value in the interval [0, 255], which is used in the PIM-SM B@8Rction process.
Larger value means higher priority. For eastope-zone , the candidate bootstrap
router with the highest BSR priority will be chosen to be B&Rdefault value is 1.

hash-mask-len : The BSR mechanism announces a list of candidate RPs (Cf&Ps)
each scope zone to the other routers in the scope zone. Tbdtzad, those routers
then use a hash function to choose the RP for each multicagp drom amongst the
C-RPs. However, it is usually desirable for closely asdedianulticast groups to use
the same RP. Thus the hash function is only applied to thefitsits of the group
IP address, ensuring that if two groups have the samerfitsts, they will hash to
the same RP address. Should this router become the BSR $osdbpe-zone, the
hash-mask-len  parameter gives the value af that this router will inform other
routers they must use. For IPv4 it must be in the interval ], @nd defaults to 30
bits. Typically its value shouldn't be changed. If it is mield then all PIM-SM routers
must be configured with the same value.

cand-rp : this directive specifies that this router is to be a candidabe an RP for this PIM-SM domain.
It will become an RP only if the BSR chooses it to be.

One or more group-prefixes must be specified for this rout&rriction as an RP:

group-prefix . this specifies the range of multicast addresses for whiehstrecified router
is willing to be the RP. The value is in the form of an IP addrasd prefix length in the
address/prefix-lengtformat.

For eachgroup-prefix ~ , the following parameters can be specified:

is-scope-zone :this directive takes the valumie orfalse .When the value igue , this
indicates that this multicast group prefix defines a multisaspe zone. When the value is
false , this indicates that the group prefix in theope-zone directive merely represents
a range of multicast groups for which this router is willimgte RP. The default iglse

®Note that thecand-bsr-by-vif-addr statement appeared after XORP Release-1.1.

161



cand-rp-by-vif-name : this specifies the name of thé whose IP address will be used
as the RP address if this router becomes an RP. It is a mapgstiameter.

cand-rp-by-vif-addr . this specifies the address that will be used as the RP adfiress
this router becomes an RP. This address must belong to theeadffied bycand-rp-by-vif-name
If it is omitted, a domain-wide address (if exists) that lbgje to that interface is chosen by
the router itself .

rp-priority : this specifies the RP priority of this router for thjoup-prefix . It takes
the form of a non-negative integer in the interval [0, 255].
If multiple RP routers are known for a particular multicasbyp, then the one with the
most specificgroup-prefix will be used. If more than one router has the same most

specificgroup-prefix ~ , then the one with the highest-priority is used. See also
hash-mask-len
The default value forp-priority is 1.

rp-holdtime  : this specifies the holdtime that this router will advertisben talking to

the BSR. If the BSR has not heard a Candidate RP Advertisefmamt this router for
rp-holdtime seconds, then the BSR will conclude it is dead, and will reenbfrom the

set of possible RPs. It takes the form of a non-negative @mntegthe interval [0, 65535]
and its default value is 150 seconds.

Note that a PIM-SM router that participates in the Bootstregzhanism, but is not a Candidate BSR

or a Candidate RP must have an explizibtstrap  block to enable the Bootstrap mechanism (this
block could be empty).

switch-to-spt-threshold : this directive permits the specification of a bitrate thadd at a last-

hop router or RP for switching from the RP Tree to the Shoféegh Tree. The following parameters
can be specified:

disable : this takes the valugue orfalse , and determines whether bitrate-based switching to
the shortest path tree is disabfedrhe default is false.

interval  : this specifies the measurement interval in seconds for umiegsthe bitrate of traffic
from a multicast sendet. The measurement interval should normally not be set todl sma
values greater than ten seconds are recommended. It takistinof a non-negative integer in
the interval [3, 2147483647] and its default value is 10®@eds.

bytes : this specifies the maximum number of bytes from a multicastler that can be received
in interval seconds. |If this threshold is exceeded, the router willngiteto switch to the
shortest-path tree from that multicast sender. If the slsbqpath switch should happen right
after the first packet is forwarded, theytes should be set to 0.

traceoptions : this directive delimits the configuration of debugging arating options for PIM-SM.

flag : this directive is used to specify which tracing options emabled. Possible parameters are:

all : this directive specifies that all tracing options shouldebabled. Possible parameters
are:

disable : this takes the valugue orfalse , and disables or enables traciHb The
default isfalse

"Note that thecand-rp-by-vif-addr statement appeared after XORP Release-1.1.
8Note that prior to XORP Release-1.1, tagable flag was used instead dfsable

®Note that prior to XORP Release-1.3, théerval-sec statement was used insteadmterval
"Note that prior to XORP Release-1.1, #agable flag was used instead dfsable

162



Note that in case of PIM-SM for IPv4 each enabled interfacstrhave a valid IPv4 address.

The configuration for PIM-SM for IPv6 is identical to PIM-SMifIPv4, except for the following:

e Thepimsmé6 directive is used in place of themsm4 directive.

The default value ofargetname is “PIMSM _6” instead of ' PIMSM 4" .

All' IP addresses used in the configuration are IPv6 addrésstesd of IPv4 addresses.

Thehash-mask-len  value must be in the interval [8, 128], and defaults to 126.

Each enabled interface must have a valid link-local and id @imain-wide IPv6 addresses.
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15.3.4 Example Configurations

protocols {
pimsm4 {
disable: false
interface dcO {
vif dcO  {
disable: false
[+ dr-priority: 1 */
/ = hello-period: 30 */
/ = alternative-subnet 10.40.0.0/16
}
}
interface register it {
vif register _vif
/= Note: this vif should be always enabled
disable: false

}
}
static-rps {
rp 10.60.0.1 {
group-prefix 224.0.0.0/4 {
[+ rp-priority: 192 */
/ * hash-mask-len: 30 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone 224.0.0.0/4 {
/ * is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
/ * cand-bsr-by-vif-addr: 10.10.10.10
[ = bsr-priority: 1 */
/ * hash-mask-len: 30 */
}
}

cand-rp  {
group-prefix 224.0.0.0/4 {
/ = is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/ * cand-rp-by-vif-addr: 10.10.10.10
[+ rp-priority: 192 */
/ = rp-holdtime: 150 */
}
}
}

switch-to-spt-threshold {
/= approx. 1K bytes/s (10Kbps) threshold
disable: false
interval: 100
bytes: 102400

}

continued overleaf....

*/

*/

*/
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traceoptions {
flag all {
disable: false

}
}
}
}

protocols {
pimsmé6 {
disable: false
interface dcO {
vif dcO0  {
disable: false
[+ dr-priority: 1 */
/ = hello-period: 30 */
/ = alternative-subnet 2001:DB8:40:40::/64 *
}

interface register wvif {
vif register wvif o {
/= Note: this vif should be always enabled
disable: false

}
}

static-rps {
rp 2001:DB8:50:50:50:50:50:50 {
group-prefix ff00::/8 {
[+ rp-priority: 192 */
/ » hash-mask-len: 126 */
}
}
}

bootstrap  {
disable: false
cand-bsr  {
scope-zone ff00::/8 {
/ = is-scope-zone: false */
cand-bsr-by-vif-name: "dc0"
/ * cand-bsr-by-vif-addr: 2001:DB8:10:10:10:10:10:10
[+ Dbsr-priority: 1 */
/ * hash-mask-len: 126 */
}
}

cand-rp  {
group-prefix ff00::/8 {
/ * is-scope-zone: false */
cand-rp-by-vif-name: "dc0"
/ * cand-rp-by-vif-addr: 2001:DB8:10:10:10:10:10:10
[+ rp-priority: 192 */
[+ rp-holdtime: 150 */
}
}
}

switch-to-spt-threshold
| = approx. 1K bytes/s (10Kbps) threshold */
disable: false
interval: 100
bytes: 102400

}

traceoptions {
flag all {
disable: false
}
}
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15.4 Monitoring PIM-SM

All operational commands for monitoring PIM-SM for IPv4 lxegvith show pim . This section describes
those commands in details. All operational commands foritnong PIM-SM for IPv6 are similar except
that they begin witltshow pim6 .

15.4.1 Monitoring PIM-SM Bootstrap Information

Theshow pim bootstrap ~ command can be used to display information about PIM bagistuters:

user@hostname> show pi m boot strap

Active zones:

BSR Pri LocalAddress Pri State Timeout SZTimeout
10.4.0.1 1 10.2.0.2 1 Candidate 75 -1
Expiring zones:

BSR Pri LocalAddress Pri State Timeout SZTimeout
Configured zones:

BSR Pri LocalAddress Pri State Timeout SZTimeout
10.2.0.2 1 10.2.0.2 1 Init -1 -1

The bootstrap information is separated in three sections:

e Active zones: This section contains the bootstrap zones that are curientise.

e Expiring zones: If new bootstrap information is received and it replacesdliebootstrap in-
formation, the old information is deleted. However, if soai¢he old bootstrap information was not
replaced, that information is moved to tB&piring zones  section until it times out.

e Configured zones: This section contains the bootstrap zones that are configuréhe router.
The fields for each entry (in order of appearance) are:

e BSR: The address of the Bootstrap router for the zone.
e Pri:  The priority of the Bootstrap router.

e LocalAddress: The local Candidate-BSR address for the zone (if the rostepnfigured as a
Candidate-BSR).

e Pri:  The local Candidate-BSR priority for the zone (if the roussronfigured as a Candidate-BSR).

e State: The state of the per-scope-zone state machine. In the akamgée, the router is configured
as a Candidate-BSR, but it is not the elected BSR, henceaittsisCandidate

e Timeout: The number of seconds until the BSR times-out. If it is -1,ilt mever timeout.

e SZTimeout: The number of seconds until the scoped zone times-out. # i) it will never
timeout.
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Theshow pim bootstrap rps command can be used to display information about Candidatmfar-

mation received by the Bootstrap mechanism:

user@hostname> show pi m bootstrap rps

Active RPs:

RP Pri Timeout GroupPrefix BSR CandRpAdvTimeout
10.4.0.1 192 148 224.0.0.0/4 10.4.0.1 -1
10.2.0.2 192 148 224.0.0.0/4 10.4.0.1 -1
Expiring RPs:

RP Pri Timeout GroupPrefix BSR CandRpAdvTimeout
Configured RPs:

RP Pri Timeout GroupPrefix BSR CandRpAdvTimeout
10.2.0.2 192 -1 224.0.0.0/4 10.2.0.2 58

The Candidate RPs information is separated in three saction

e Active RPs: This section contains the Candidate RPs that are currentige.

e Expiring RPs: If new bootstrap information is received and it replacesdtiebootstrap infor-
mation, the old information is deleted. However, if somelw bld bootstrap information was not

replaced, the Candidate RPs contained in that informatemaved to thé&xpiring RPs

until they time-out.

section

e Configured RPs:  This section contains the Candidate RP information thabiigigured on the

router.
The fields for each entry (in order of appearance) are:

e RP: The address of the Candidate RP for the entry.
e Pri:  The priority of the Candidate RP.

e Timeout: The number of seconds until the Candidate RP times-outidfit, it will never timeout.

e GroupPrefix: The multicast group prefix address the Candidate RP is asinert

e BSR: The address of the BSR that advertised this Candidate RP.

e CandRpAdvTimeout: The number of seconds until the Candidate RP is advertis@itktBSR.
This applies only for the Candidate-RPs configured in thigeo If it is -1, the Candidate RP is not

advertised to the BSR.

15.4.2 Monitoring PIM-SM Interface Information

Theshow pim interface command can be used to display information about PIM netwigtfaces:

user@hostname> show pi minterface

Interface State Mode  V PIMstate Priority DRaddr Neighbors
dcl UP Sparse 2 NotDR 1 10.3.0.2
dc2 UP Sparse 2 DR 1 10.2.0.2
register  _vif UP Sparse 2 DR 1 10.3.0.1

[N

The fields for each entry (in order of appearance) are:
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Interface: The name of the interface.

State: The state of the interface. E.gP, DOWNDISABLED, etc.
Mode: The PIM mode of the interface. E.§parse means PIM-SM.
V: The protocol version.

PIMstate:  The protocol state on that interface. EQRmeans the router is the Designated Router
on that interface.

Priority: The configured Designated Router priority on that interface
DRaddr: The address of the elected Designated Router on the subm&tated to that interface.

Neighbors:  The number of PIM neighbor routers on that interface.

The show pim interface address command can be used to display address information about PIM
network interfaces:

user@hostname> show pi minterface address

Interface PrimaryAddr DomainWideAddr SecondaryAddr
dcl 10.3.0.1 10.3.0.1

dc2 10.2.0.2 10.2.0.2

register  _vif 10.3.0.1 10.3.0.1

The fields for each entry (in order of appearance) are:

Interface: The name of the interface.
PrimaryAddr.  The primary address on the interface.
DomainWideAddr: The domain-wide address on the interface.

SecondaryAddr:  The first secondary address on the interface (if any). Ifetii®more than one
secondary address on the interface, they are printed ormeepeline (in the same column).
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15.4.3 Monitoring PIM-SM Multicast Routing State Informat ion

Theshow pim join command can be used to display information about PIM muiticauting state:

user@hostname> show pi mjoin

Group Source RP Flags
224.0.1.20 0.0.0.0 10.2.0.2 wC
Upstream interface (RP): register _vif
Upstream MRIB next hop (RP): UNKNOWN
Upstream RPF'( *,G): UNKNOWN
Upstream state: Joined
Join timer: 21
Local receiver include WC: .O.
Joins RP:
Joins WC:
Join state:

Prune state:

Prune pending state:

| am assert winner state:

| am assert loser state:

Assert winner WC:

Assert lost WC:
Assert tracking WC: .00
Could assert WC: .0.

| am DR: .00
Immediate olist RP:
Immediate olist WC: .0.
Inherited olist SG: .0.
Inherited olist SG _RPT: .0.
PIM include WC: .0.

The fields for each entry (in order of appearance) are:

e Group: The group address.
e Source: The source address.
e RP: The address of the RP for this entry.

e Flags: The set of flags for this entry. For example:

— RP: (*,*,RP) routing entry.

— WC:(*,G) routing entry.

— SG: (S,G) routing entry.

— SGRPT: (S,G,rpt) routing entry.

— SPT: The routing entry has the Shortest-Path Tree flag set.

— DirectlyConnectedsS: The routing entry is for a directly-connected source.

The remaining lines per entry display various addition&imation for that entry. Some of the information
below contains a set of network interfaces: there is eittieof “O” per interface (starting with the first
interface according to trehow pim interface command), and if an interface is included, it is marked
with “O”.

e Upstream interface (RP): The name of the upstream interface toward the RP.
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Upstream MRIB next hop (RP): The address of the next-hop router (according to the MRIB)
toward the RP. In the above example the router itself is thenBfte there is no next-hop router.

Upstream RPF'( *,G): The address of the next-hop router (according to PIM) towhedRP.
Note that this address may be different, because it may betaff by PIM-specific events such as
PIM Assert messages on the upstream interface. In the ab@awapée the router itself is the RP,
hence there is no next-hop router.

Upstream state: The upstream state of this entry.
Join timer: The number of seconds until the upstream Join timer timeout.

Local receiver include WC: The set of interfaces that have local (*,G) receivers agongrd
to the MLD/IGMP module.

Joins RP: The set of interfaces that have received (*,*,RP) Join.
Joins WC: The set of interfaces that have received (*,G) Join.
Join state: The set of interfaces that are in Join state.

Prune state: The set of interfaces that are in Prune state.

Prune pending state: The set of interfaces that are in Prune-Pending state.
| am assert winner state: The set of interfaces that are in Assert Winner state.
| am assert loser state: The set of interfaces that are in Assert Loser state.

Assert winner WC:  The set of interfaces for which the corresponding (*,G) wigrin Assert
Winner state.

Assert lost WC:  The set of interfaces for which the corresponding (*,G)ehts lost the PIM
Assert.

Assert tracking WC: The set of interfaces for which the corresponding (*,G) ydgsires to
track the PIM Asserts.

Could assert WC: The set of interfaces for which the corresponding (*,G)eotuld trigger a
PIM Assert.

| am DR: The set of interfaces for which this is the Designated Router

Immediate olist RP: The set of interfaces that are included in the immediateadugginter-
faces for the corresponding (*,*,RP) entry.

Immediate olist WC: The set of interfaces that are included in the immediateadugginter-
faces for the corresponding (*,RP) entry.

Inherited olist SG: The set of interfaces that are included in the outgoing fater list for
packets forwarded on (S,G) state taking into account (B),Rtate, (*,G) state, asserts, etc.

Inherited olist SG _RPT: The set of interfaces that are included in the outgoing fiaber list
for packets forwarded on (*,*,RP) or (*,G) state taking iricount (S,G,rpt) prune state, and asserts,
etc.
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e PIM include WC: The set of interfaces to which traffic might be forwarded losesof hosts that
are local members on that interface.

Theshow pim join all command can be used to display information about all PIM icadt routing
entries including those that may be created internally ey RIM implementation. Typically, those are
the (*,*,RP) entries that are created per RP for implem@nadpecific reasons even though there is no
requirement to do so. Currently, this command is used omlgébugging purpose.

15.4.4 Monitoring PIM-SM Multicast Routing State Informat ion

Theshow pim mfc command can be used to display information about PIM mugtit@warding entries
that are installed in the multicast forwarding engine:

user@hostname> show pi m nf c

Group Source RP

224.0.1.20 10.4.0.2 10.2.0.2
Incoming interface : register _vif
Outgoing interfaces: .0.

The fields for each entry (in order of appearance) are:

e Group: The group address.
e Source: The source address.

e RP: The address of the RP for this entry.

The remaining lines per entry display various addition&imation for that entry. Some of the information
below contains a set of network interfaces: there is eittfeot “O” per interface (starting with the first
interface according to trehow pim interface command), and if an interface is included, it is marked
with “O”.

e Incoming interface: The name of the incoming interface.

e Outgoing interfaces: The set of outgoing interfaces.

15.4.5 Monitoring PIM-SM Multicast Routing Information Ba se

Theshow pim mrib command can be used to display information about the MsltiRauting Information
Base (MRIB) that is used by PIM:

user@hostname> show pimnrib

DestPrefix NextHopRouter VifName Vifindex MetricPref Met ric
10.2.0.0/24 10.2.0.2 dc2 1 0 0
10.3.0.0/24 10.3.0.1 dcl 0 0 0
10.4.0.0/24 10.3.0.2 dcl 0 254 65535
10.5.0.0/24 10.2.04 dc2 1 254 65535
10.6.0.0/24 10.2.0.1 dc2 1 254 65535

The fields for each entry (in order of appearance) are:
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DestPrefix: The destination prefix address.

NextHopRouter:  The address of the next-hop router toward the destination.

VifName: The name of the virtual interface toward the destination.

Viflndex: The virtual interface index of the virtual interface towd@ destination.

MetricPref: The metric preference of the entry.

Metric:  The routing metric of the entry.

15.4.6 Monitoring PIM-SM Multicast Routing Information Ba se

Theshow pim neighbors command can be used to display information about the PIMhheigrouters:

user@hostname> show pi m nei ghbors
Interface DRpriority NeighborAddr V Mode Holdtime Timeout
dcl 1 10.3.0.2 2 Sparse 105 97

The fields for each entry (in order of appearance) are:

e Interface: The name of the interface toward the neighbor:

e DRpriority: The DR priority of the neighbor.

e NeighborAddr:  The primary address of the neighbor.

e V: The PIM protocol version used by the neighbor.

e Mode: The PIM mode of the neighbor. E.§parse means PIM-SM.

e Holdtime: The PIM Hello holdtime of the neighbor (in seconds).

e Timeout: The number of seconds until the neighbor timeout (in case ore fAIM Hello messages

are received from it).

15.4.7 Monitoring PIM-SM Candidate RP Set Information

Theshow pim rps command can be used to display information about the CatediRla Set:

user@hostname> show pi mr ps

RP Type Pri Holdtime Timeout ActiveGroups GroupPrefix
10.4.0.1 bootstrap 192 150 134 0 224.0.0.0/4
10.2.0.2 bootstrap 192 150 134 1 224.0.0.0/4

The fields for each entry (in order of appearance) are:

e RP: The address of the Candidate RP.

e Type: The type of the mechanism that provided the Candidate RP.
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Pri:  The priority of the Candidate RP.

Holdtime:  The holdtime (in number of seconds) of the Candidate RP.

Timeout: The number of seconds until the Candidate RP timeout. If-it,i$he Candidate RP will
never timeout.

ActiveGroups: The number of groups that use this Candidate RP.

GroupPrefix: The multicast group prefix address for this Candidate RP.

15.4.8 Monitoring PIM-SM Scope Zone Information

Theshow pim scope command can be used to display information about the PIMeszopes:

user@hostname> show pi m scope
GroupPrefix Interface
225.1.2.0/24 dcl

The fields for each entry (in order of appearance) are:

e GroupPrefix: The multicast group prefix address of the scoped zone.

e Interface: The name of the interface that is the boundary of the scopee. zo

Note that currently (July 2008), configuring multicast sedones is not supported. This feature should be
added in the future.
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Chapter 16

Multicast Topology Discovery

16.1 Terminology and Concepts

Multicast routing protocols such as PIM-SM (Protocol Indegent Multicast Sparse-Mode) and PIM-DM
(Protocol Independent Multicast Dense-Mode) build thetitat delivery tree by using the RPF (Reverse-
Path Forwarding) information toward the root of the treee Tt could be the so-called Rendezvous Point
(RP) (in case of PIM-SM) or the source itself (in case of PIM-& PIM-DM).

The RPF information in each router is per multicast distidhutree and is basically the next-hop neighbor
router information toward the root of the tree. In other wgrithe RPF router is the next-hop router toward
the root. In case of PIM-SM, the RPF neighbor is typically tbeter that a Join message is sent to.

Obviously, all multicast routers must have consistent Riafe sotherwise a Join message may never reach
the root of the tree. Typically, the unicast path forwardimgrmation is used to create the RPF information,
because under normal circumstances the unicast routimgdpsothe necessary information to all routers.

Note that he unicast-based RPF creates multicast distibtrees where each branch of the tree follows the
unicast path from each leaf of the tree toward the root. Ustlak is the desired behavior, but occasionally
someone may want the unicast and the multicast traffic to iffegeht paths. For example, if a site has
two links to its network provider, one of the links may be usedunicast only, and the other one only for
multicast.

To provide for such flexibility in the configuration, the PISM and PIM-DM specifications use the so called
Multicast Routing Information Base (MRIB) for obtainingetflRPF information. Typically, the MRIB may
be derived from the unicast routing table, but some prososath as MBGP may carry multicast-specific
topology information. Furthermore, the MRIB may be modifiecally in each site by taking into account
local configuration and preferences. A secondary functioth® MRIB is to provide routing metrics for
destination addresses. Those metrics are used by the PIr8N?IM-DM Assert mechanism.

16.2 Configuring the MRIB

The XORP RIB module contains a table with the MRIB. That tablpropagated to the PIM-SM module
and is used by PIM-SM in the RPF computation. The MRIB tabkdia the RIB module is completely
independent from the Unicast Routing Information Base ®)Rable. The URIB table is created from
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the unicast routes calculated by unicast routing protosoth as BGP, OSPF and RIP. The MRIB table is
created similarly, but only by those protocols that are iekpy configured to add their routes to the MRIB.
For example, if Multi-protocol BGP is enabled, then the BG&duie will add multicast-specific routes to
the MRIB.

Currently, XORP supports the following methods for addiogting entries to the MRIB:

e Multi-protocol BGP: The BGP module can be configured to negotiate multiprotogppsrt
with its peers. Then, the BGP multicast routes will be insthin the MRIB. See Chapter 10 for
information how to configure BGP.

e Static Routes: The Static Routes module can be used to configure staticstraca multicast
routes. The unicast routes are added to the Unicast RIBewtd multicast routes are added to the
MRIB. See Chapter 7 for information how to configure StaticifRs.

e FIB2ZMRIB: Ifthere are no unicast routing protocols configured in XO&Bupply the MRIB routes,
then the FIB2ZMRIB module can be used to populate the MRIBWefEIB2ZMRIB module is enabled,
it will register with the FEA to read the whole unicast fondarg table from the underlying system,
and to receive notifications for all future modifications laditt table. In other words, the FIB2MRIB
task is to replicate the unicast forwarding information battrouter into the MRIB. The FIB2ZMRIB
module can be enabled by the following configuration statesé

protocols {
fib2mrib {
disable: false

}

}

16.3 Monitoring the MRIB

All operational commands for monitoring MRIB begin wihow route table . This section describes
those commands in details.

All RIB commands to view the RIB’s inner tables have the fallog form:

show route table {ipv4 | ipv6 } {unicast | multicast } <protocol>
The commands to view the MRIB have the following form:

show route table {ipv4 | ipv6 } multicast <protocol>

The value okprotocol> has to be one of the following:

e ebgp to show eBGP MBGP routes.
e fib2mrib  to show unicast routes for multicast extracted from kernel.

e final to show MRIB winning routes.

INote that prior to XORP Release-1.1, theable flag was used instead disable to enable or disable each part of the
configuration.
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e ibgp to show iBGP MBGP routes.

e static  to show MRIB static routes.

For example, the following command can be used to show thé FPB2MRIB routes:

user@hostname> show route table ipv4 nulticast fib2mib
10.2.0.0/24 [fib2mrib(254)/65535]

> to 0.0.0.0 via dc2/dc2
10.3.0.0/24 [fib2mrib(254)/65535]

> to 0.0.0.0 via dcl/dcl
10.4.0.0/24 [fib2mrib(254)/65535]

> to 10.3.0.2 via dcl/dcl
10.5.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.4 via dc2/dc2
10.6.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.1 via dc2/dc2

The final MRIB table can be shown with the following command:

user@hostname> show route table ipv4 nulticast final

10.2.0.0/24 [connected(0)/0]

> to 0.0.0.0 via dc2/dc2
10.3.0.0/24 [connected(0)/0]

> to 0.0.0.0 via dcl/dcl
10.4.0.0/24 [fib2mrib(254)/65535]

> to 10.3.0.2 via dcl/dcl
10.5.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.4 via dc2/dc2
10.6.0.0/24 [fib2mrib(254)/65535]

> to 10.2.0.1 via dc2/dc2
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Chapter 17

SNMP

17.1 Terminology and Concepts

SNMP (Simple Network Management Protocol) is a mechanisnmfanaging network and computer de-
vices. SNMP uses a manager/agent model for managing theedevihe agent resides in the device, and
provides the interface to the physical device being managkd manager resides on the management sys-
tem and provides the interface between the user and the SNgR.aThe interface between the SNMP
manager and the SNMP agent uses a Management Informatien#3) and a small set of commands to
exchange information.

The MIB contains the set of variables/objects that are meahdgg.,MTU on a network interface). Those
objects are organized in a tree structure where each objadeaf node. Each object has its unique Object
IDentifier (OID). There are two types of objectscalar andtabular . A scalar object defines a single
object instance. A tabular object defines multiple relatejgat instances that are grouped in MIB tables.
For example, the uptime on a device is a scalar object, bubtlteng table in a router is a tabular object.

The set of commands used in SNMP are: GET, GET-NEXT, GET-RE$SFE, SET, and TRAP. GET and
GET-NEXT are used by the manager to request informationtedooobject. SET is used by the manager to
change the value of a specific object. GET-RESPONSE is uséted$NMP agent to return the requested
information by GET or GET-NEXT, or the the status of the SEEmpion. The TRAP command is used by
the agent to inform asynchronously the manager about themerwe of some events that are important to
the manager.

Currently there are three versions of SNMP:

e SNMPV1: This is the first version of the protocol. It is described inQREL57.
e SNMPV2: This is an evolution of the first version, and it adds a numibenprovements to SNMPv1.

e SNMPV3: This version improves the security model in SNMPv2, and adgport for proxies.
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17.2 Configuring SNMP

Before configuring SNMP on XORP, you must make sure that SNM#part is compiled. For example,
when running/configure in the top-level XORP directory, you have to supply theith-snmp  flag:

Jconfigure --with-snmp

17.2.1 Configuring Net-SNMP

XORP itself does not implement the SNMP protocol and reguine external SNMP implementation for
that. Currently, XORP supports only Net-SNMP ($&://www.net-snmp.org ) as such implementa-
tion. Before configuring SNMP in XORP, you must take the failog steps to configure your Net-SNMP
agent to run with XORP:

e You need Net-SNMP version 5.0.6 or greater.

e You must makdibnetsnmpxorp.so accessible to your runtime loader. Depending on your system
that requires one of the following:

— Copylibnetsnmpxorp.so to your library directory (typicallyusr/local/lib ).

— Set a linker environment variable (typicallyp_.LIBRARY_PATH to point to the directory where
the library is.

e To avoid opening security holes, we recommend allowing @WMPv3 authenticated requests. |If
you want to create a secure user, execute the comneaysthmp-config --create-snmpv3-user
These are the settings that match the provigtedp.conf file inside thes { XORP/mibs/snmpdscripts/
directory:

| User | Pass phrase | Security level|
| privuser | 1 am priv user| authPriv |

You must create at least one user if you want to be able to aticesSNMP agent.

e snmpd can only respond to XRLs afteorp _if _mib _module has been loaded. Adding the following
line to the filesnmpd.conf (by default located irusr/local/share/snmp ) will preload this
module whersnmpd is started:

dimod xorp _f _mib_module <absolute path full filename>
For example:

dimod xorp _if _mib _module /usr/local/xorp/mibs/xorp 4if _mib _module.so
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17.2.2 Configuration Syntax

protocols {
snmp {
targetname:  text
mib-module  text {
abs-path: text
mib-index: uint
}
}
}

protocols : this delimits the configuration for all routing protocoisthe XORP router configuration. It
is mandatory that SNMP configuration is under pinetocols  node in the configuration.

snmp: this delimits the SNMP configuration part of the XORP rowenfiguration.

targetname : this is the name for this instance of SNMP. It defaults torpy _if _mib”, and it is not
recommended that this default is overridden under normegeiscenarios.

mib-module : this specifies the MIB module to configure. It should be seh&oMIB module file name
(without the file name extension).

For each MIB, the following parameters can be configured:

abs-path : this is the absolute path to the module file with the MIB todoa

mib-index : this is the MIB index. It is set internally by XORP when a MIBodule is loaded,
and should not be set in the XORP configuration.

Below is a sample SNMP configuration that configures a BGP MIB:

protocols {

snmp {
mib-module bgp4 _mib_1657 {
abs-path: "/usr/local/xorp/mibs/bgp4 _mib _1657.so0"
}
}

}

17.3 Using SNMP to Monitor a Router

Currently (July 2008) XORP does not provide SNMP-relateerapponal commands.

However, there are few client-side scripts that can be usederiment with the SNMP agent:

e The scripts are in th®{XORRP/mibs/snmpdscripts/ directory, and they use the client-side Net-
SNMP tools to communicate with the agent. They rely ondilep.conf in the same directory to
provide valid default values for the SNMP version to use,uber, community and security level. If
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your agent was configured with the default security userasiggl in Section 17.2.1, you should copy
the${XORR/mibs/snmpdscripts/snmp.conf file to ${HOME/.snmp/snmp.conf . Otherwise,
you’ll have to create your owsnmp.conf so it matches your settings.

You must make XORP textual MIB file${XORRB/mibs/textual/ = txt ) accessible to the Net-
SNMP command line tools. Either set tM8BDIRS environment variablenfan snmpcmd(1) ) to
point to that directory or copy those files to your MIBS digt(default iSusr/local/share/snmp/mibs
For instance (i6h is the login shell):

export MIBDIRS=+/usr/local/xorp/mibs/textual

You must tell Net-SNMP about specific MIB modules that you W@ using. TheMIBS environment
variable can be used for that purpose. For BGP4-MIB you wdoldf sh is the login shell):

export MIBS=+BGP4-MIB
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Chapter 18

User Management

Currently, XORP does not support user management. If XOR#hising on a multi-access UNIX system,
an user who needs an access to XORP must have an UNIX accouindtosystem. See Chapter 20 for
information about user management if XORP is running fronvaCD.

Any user on a multi-access UNIX system can start andog®sh in operational mode. However, only users
that belong to the “xorp” UNIX group can rworpsh in configurational mode.

In the future XORP will provide better user access controtima@ism, and will provide a mechanism for
user managemeng.g.,adding and deleting users that can access XORP, etc).
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Chapter 19

Diagnostics and Debugging

19.1 Debugging and Diagnostic Commands

XORP supports several operational commandsoipsh that can be used for debugging or diagnostics
purpose.

The ping <host> command can be used to test if a network host responds to ICGHCEREQUEST
packets:

user@hostname> ping 10.3.0.2
PING 10.3.0.2 (10.3.0.2): 56 data bytes

64 bytes from 10.3.0.2: icmp _seq=0 ttI=64 time=0.281 ms
64 bytes from 10.3.0.2: icmp _seq=1 ttI=64 time=0.244 ms
64 bytes from 10.3.0.2: icmp _seq=2 ttI=64 time=0.302 ms
64 bytes from 10.3.0.2: icmp _seq=3 ttI=64 time=0.275 ms

user@hostname> ping 10.3.0.2
Command interrupted!

Theping command can be interrupted by thel-C  key combination.

Thetraceroute <host> command can be used to print the route packets take to a riehost:

user@hostname> traceroute 10.4.0.2

traceroute to 10.4.0.2 (10.4.0.2), 64 hops max, 44 byte pack ets
1 xorp3-t2 (10.3.0.2) 0.451 ms 0.366 ms 0.384 ms

2 xorp7-t0 (10.4.0.2) 0.596 ms 0.499 ms 0.527 ms

Thetraceroute ~ command can be interrupted by t@el-C  key combination.
Theshow host commands can be used to display various information abeutast itself.

Theshow host date command can be used to show the host current date:

user@hostname> show host date
Mon Apr 11 15:01:35 PDT 2005

Theshow host name command can be used to show the host name:
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user@hostname> show host nane
xorp2

Theshow host os command can be used to show details about the host opergsitegs

user@hostname> show host os
FreeBSD xorp2 4.9-RELEASE FreeBSD 4.9-RELEASE #0: Wed May 1 9 18:56:49 PDT 2004
atanu@xorpc.icir.org:/scratch/xorpc/u3/obj/home/xor pc/u2/freebsd4.9.usr/src/sys/IXORP-4.9 1386
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Chapter 20

XORP Live CD

The XORP Live CD is a bootable CD for x86 PCs. The Live CD seevasmber of purposes:
e It's an easy way to try out XORP without needing to compilethimg or reformat the disk on your
PC.
e It's a quick way to get a relatively secure router on demand.
e It's a great tool for a student lab session, requiring naaifeion.

As of release 1.5, the XORP Live CD no longer supports flopgkdi Instead, USB disks are used for
configuration storage. The Live CD is now based on FreeBSD 7.0

See the XORP Web sitétfp://www.xorp.org/ ) for information how to download the lastest version
of the XORP LiveCD ISO image. Once you've downloaded the CBgm you will need to burn it using a
CD-R or CD-RW drive. For example, in case of FreeBSD you carphi run:

burncd -f /dev/acdOc -e data XORP-1.5-LiveCD.iso fixate

See the XORP Web site for some URLSs with instructions on hobuta CD images on other systems.

20.1 Running the Live CD

To boot from the Live CD, your PC needs to have the CD-ROM degiet as the primary boot device. If
this is not already the case, you will need to modify the sg#tiin the BIOS. The boot order should along
the lines of:

1. CDdrive.
2. Floppy Disk.
3. Hard Disk.

The order of the floppy and hard disk are unimportant, jusbeg ks they’re after the CD drive in the boot
order. This is usually pretty easy to change in the BIOS - yéghinwant to make a note of the original
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boot order in case you want to switch it back afterwards. @gibhy to change BIOS settings, you hold down
Delete or F2 (depending on your PC) just after you restart {AdLL

If you want the router to store any configuration changes yaemade when it is rebooted, you'll also
need a USB disk, but you can try the Live CD without this.

Then reboot the PC. The PC should boot from the CD. Normallilltdisplay the FreeBSD boot-time
console for 30 seconds to a minute while booting completeryS there’s no progress bar to let you know
anything is happening.

If you've got a USB disk connected to the machine, and youweedthis before, then the XORP config-
uration will be copied into the memory filesystem, along wiisswords, sshd keys, etc. Then the XORP
routing protocols will be started.

If there’s no USB disk connected, or it doesn't have the filestahat XORP expects, then a simple inter-
active script will run to allow you to configure passwords aletide which network interfaces you want
XORP to use.

20.2 Starting XORP the First Time

The startup script that runs the first time you run XORP iseggiinple. If there’s no USB disk connected,
or it's not DOS-formatted, you'll be presented with a wamsimilar to the one in Figure 20.1.

X0RF failed to mount the USB disk. The error message was:
mount_msdosfs: sdevsdafs1: : No such file or directory

Thiz may be because there was no media present, because the
USB disk was damaged, or because the USB disk is not DOS formatted.

Figure 20.1: LiveCD missing configuration device warning

Hit enter, and you'll be given the choices shown in Figure20.
Use the cursor keys to move up and down to choose an optiorhiaeudter.

If no USB disk is connected, you can add one now, and select 1.
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What do you want to do about the USB disk?

1] ry again to mount the USB disk.

Continue without the ability to szawve files.
Attempt to reformat the USB disk.
Reboot the machine.

[ ] Cancel

Figure 20.2: LiveCD configuration device menu

If your USB disk is not DOS formatted, you can reformat it &ing all the data on it) by selecting 3.

If you don’t have a USB disk to hand, you can continue by si&#lgc2, but you won't be able to preserve
any configuration changes you make later.

If you now have a writable, DOS formatted USB device conrgkchit Enter, and you will be prompted to
enter the root password for the FreeBSD system. This wdajlou to login to the machine as the superuser
to diagnose any problems, or to see how XORP works behindcerees.

Next you will be prompted to enter the password for the "xougér account. On a normal XORP router,
you might have many user accounts for the different routarinidtrators, but on the Live CD we just create
one user called "xorp”. Please do enter a reasonable pagse®ihis user will be able to login over the
network using the ssh secure shell and this password.

Finally you will be prompted as to which network interfacesiywish XORP to manage. These interfaces
will show up in the default XORP configuration file, ready tos@dP addresses assigned. The menu looks
like the one shown in Figure 20.3.

Typically you will only want XORP to manage Ethernet intexda and the loopback interface from the Live
CD at this stage, because currently XORP has no built-inatifpr dial-up links. Move up and down using

the cursor keys, and hit space to select or unselect an ofatioiX” implies the option is selected). When

you are finished, hit Tab, to select the "OK” button, and hitégn

That's it. XORP will now finish booting.

Once XORP has finished booting, you will be presented withgmlprompt, and you can login to XORP
as the "xorp” user with the password you have chosen, anthritevith the XORP command line interface
to complete the configuration, assign IP addresses, etc.
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These are the active network interfaces in your machine.
Choose the interfaces for XORP to manage. If you don't
know what these are, the defaults are probably OK.

Hit TAB to select OK when you’'re done.

oo ed® (Ethernet)
L1 encl (77)
[x] lo®@ (Loopback interface)

Figure 20.3: LiveCD network interfaces menu

20.3 Saving Config

The location of the router configuration file used by XORP cansét using command line parameters,
so different XORP systems might choose to use a differerdtilme for this file. On the Live CD, the
configuration file is stored ifetc/local/xorp.conf

If you change the router configuration using the XORP shel| want to save it, you need to enter the
following in configuration mode:

user@hostname# save /etc/l ocal/xorp. conf

If you save to any other location, the file will not be loadetbanatically the next time XORP reboots.

If you want to preserve the configuration on a USB disk, usddtewing command in the XORP shell’s
operational mode:

user@hostname> usb save

20.4 Interface Naming

If you're used to Linux, you may be surprised that FreeBSD esiitis Ethernet interfaces with names like
fxp0 , fxpl , dcO andxI3 , rather tharethO , ethl , etc. The advantage is that you can tell exactly what the
device driver is that’s being used, and that if you know youehane Intel 10/100 and one DEC Tulip in the
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machine, you know they’ll be callefip0 anddcO, no matter which PCI slot they're in. The disadvantage
is that it's more confusing for beginners who don’'t want tekrthis detalil.

Some people get religious about such things. We don't - tiisreflects the underlying operating system’s
naming convention. If you ran XORP on Linux, you'd s&b0 , etc.
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